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THERAPEUTIC APPROCHES OF B-THALASSEMIA

Abstract. p-thalassemia is an inherited disorder of haemoglobin associated with ineffective

erythropoiesis and anemia. During the last 40 years, in addition to the considerable progress made in

prevention and treatment of thalassemias, there have also been major advances in their symptomatic

management, at least in wealthier countries where appropriate facilities are available. Therapeutic

management depends on the severity of the disease.
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1. Background

Thalassemias are characterized by compro-
mised red blood cell survival due to mutations in
the genes encoding a- and/or -globins. Imbal-
anced globin chain production results in excess
B — or a -globin precipitation, reduced red blood
cell fitness, and ineffective erythropoiesis and
hemolysis [1]. B-thalassemia is an inherited dis-
order of haemoglobin associated with ineffective
erythropoiesis and anemia [2]. The incidence
of thalassemia carriers is high in regions such as
Mediterranean, Indian subcontinent, Middle East,
South China and Southeast Asia [3]. In the past
tew decades, migrants from the thalassemia preva-
lent countries to non-prevalent countries, mainly

North America and Central and North Europe, are
rapidly increasing in number [3].

During the last 40 years, in addition to the consid-
erable progress made in prevention and treatment of
thalassemias, there have also been major advances in
their symptomatic management, at least in wealthier
countries where appropriate facilities are available [4].

2. Study methods

Electronic searches using Google scholar,
PubMed, Cochrane Library were performed for
studies published in English and Romanian between
2010-2020.

3. Results

Therapeutic management depends on the se-
verity of the disease. The most severe clinical form
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is thalassemia major. The treatment depends on
whether the patient is transfusion-dependent pa-
tients, frequent and lifelong red blood cell transfu-
sions or is without blood transfusion [5].
Depending on the pathogenetic dysfunctions,
we distinguish different treatment methods: blood
transfusions, stimulation of Hb F production, correct-
ing dyserythropoiesis, antioxidative treatment, gene
therapy, allogeneic hematopoietic stem cell transplan-
tation and prophylaxis of possible complications re-
moval of excess iron, infections and other [5].
Blood transfusion is a symptomatic method
of compensating for low erythrocyte counts in the
blood. In the 1960s and 1970s, the only effective
treatment for thalassemia was blood transfusion [6].
Transfusions temporarily relieve anemia, but do not
restore normal erythropoiesis and secondarily vari-
ous complications can be induced such:
« increased rate of transfusion infections (viral B,
C hepatitis, human immunodeficiency virus);
« increased rate of allergic reactions to blood
components;
« increasing the level of iron in the body with
its accumulation in various organs.
Stimulation of Hb F production because high
levels of Hb F ameliorate the severity of the disease,
mainly by reducing the surplus of a-globin chains
[S]. Currently, the only compound in clinical use is
hydroxyurea, an S-phase cell cycle inhibitor. Howev-
er, its mechanism of action on Hb F remains elusive,
a subset of patients is resistant, and being myelosup-
pressive necessitates careful monitoring of patients.
Hydroxyurea can attain transfusion independency
among patients with certain primary and secondary
genetic modifiers from the time of diagnosis [5; 7].
New agents include those that affect chromatin
regulators (such as decitabine on DNA methyla-
tion and histone deacetylase inhibitors) and others
that affect DNA-binding transcription factors [5].
Increased production of y-globin has been accom-
plished using lentiviral vectors that express a zinc
finger protein. Have been identified BCL11A and

ZBTB7A, two potent transcriptional repressors of
y-globin [5]. They act with additional trans-acting
epigenetic repressive complexes, lineage-defining
factors, and developmental programs the y-globin
genes by working on cis-acting sequences at the glo-
bin gene loci. Inhibition of these repressors could
reactivate y-globin production in adult patients [5].

Correcting dyserythropoiesis can be per-
formed with the help of:

— Activin receptor-1I trap ligands [2]. Luspater-
cept, is a first-in-class erythroid maturation agent
approved for adult transfusion-dependent patients
with B -thalassemia who require regular red blood
cells transfusions, binds several TGF- B superfam-
ily ligands to diminish Smad2/3 signaling and en-
hance late-stage erythropoiesis [2; 5]. Efficacy and
safety of Luspatercept in adult patients dependent
on transfusion with-f thalassemia requiring regular
transfusions of red blood cells has been demonstrat-
ed in phase 3 of BELIEVE double-blind randomized,
placebo-controlled study [2].

— JAK2 inhibitors: -thalassemia mice have ele-
vated erythropoietin levels associated with increased
JAK?2 phosphorylation, resulting in ineftective eryth-
ropoiesis and extramedullary hematopoiesis. JAK2
inhibitors could be for non-transfusion-dependent
patients with splenomegaly, because these drugs ef-
fectively reduce splenomegaly in such mice [5].

— Induction of the heat shock protein
70 (Hsp70) chaperone machinery and is needed for
normal termination of erythropoiesis. Factors that
control the nucleocytoplasmic trafficking of proteins
and RNAs, inhibitors of erythroid progenitors from
f-thalassemia major patients, demonstrated induc-
tion of HSP70 nuclear localization, and improved
terminal erythroid differentiation [S].

Antioxidative treatment: exogenous antioxi-
dants, activation of endogenous antioxidant proteins
[S].

Gene therapy. Studies of gene therapy have uti-
lized mainly lentivirus vectors in experimental sys-
tems, including cultured CD34 from f-thalassemia
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patients and p-thalassemia mouse models. Yet the
safety profile of such technologies is still uncertain
[S].

Allogeneic hematopoietic stem cell transplan-
tation is a treatment for patients with p-thalassemia
major, with good risk features have a > 90% chance
of a successful outcome but this type of transplanta-
tion in high-risk patients is challenging because of
graft rejection and transplant-related mortality. Stem
cell transplantation is not practical due to a variety of
factors like financial costs, donor unavailability and
scarcity of transplantation facilities [5; 8].

Removal of excess iron. Chronic transfusion
therapy leads to iron overload and, if untreated,
usually results in severe organ damage. Removal
of excess iron from various tissues, e.g., the liver
spleen, heart, and the pituitary, in beta thalassemia

patients, has become an essential therapy to prolong
life [6; 9]. Due to the early start of iron chelation
therapy, a profound knowledge of efficacy and safety
in young patients is essential [6; 9]. There are several
possibilities for reducing iron in the human body:

— Iron chelators. There are three iron chelators
licensed: deferoxamine, deferiprone and deferasirox;

— Modulation of iron absorption (administra-
tion of hepcidin);

~ Stimulating its expression (inhibition of nega-
tive regulators, inhibition of erythroferrone) [6; 9].

4. Conclusion

Based on the results of the literature review we
can say that the therapeutic management depends
on the severity of the disease, by the development
of pharmaceutical technologies and last but not least
by the socio-economic possibilities of the country.
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MANAGEMENT OF HEMOPHILIA A
TREATMENT: PAST AND PRESENT

Abstract. Hemophilia A is the most common severe hereditary hemorrhagic disorder, caused by

the deficiency of clotting factor VIII in the blood. The management of Hemophilia A treatment in

difterent historical periods has been depending on level of knowledge about the disease, technological

innovations and is constantly improving. Knowing the historical evolution of the treatment applied to

patients with Hemophilia A will help us to select an individual therapeutic regimen for each patient.

Keywords: Hemophilia, treatment, clotting factor VIIIL.

1. Background

Hemophilia, which means love (philia) of blood
(hemo), is the most common severe hereditary hem-
orrhagic disorder [1; 2]. Hemopbhilia A is usually an
inherited condition and caused by the deficiency
of clotting factor VIII in the blood. The estimated
frequency of hemophilia is around 1 in 10000 live
births, and the number of people worldwide living
with hemophilia is about 400000. It presents in 1 in
5000 live male births, whereas hemophilia B pres-
ents in 1 in 30000 live male births [1; 3]. Over the
years, the treatment of Hemophilia has had multiple
changes that clearly favored the quality of treatment,
the quality of life of the patient with Hemophilia A.

2. Study methods

Electronic searches using Google scholar,
PubMed, Cochrane Library were performed for
studies published in English and Romanian between
2010-2020.

3. Results

The management of Hemophilia A treatment in
different historical periods has been depending on
level of knowledge about the disease, technological
innovations and others. In the years 1950-1970 the
purpose of treatment was only to replace the level of
factor VIII in the blood by plasma transfusion, cryo-
precipitate [4; 5]. In 1964 Dr. Judith Graham Pool,
a scientist and researcher, made the important dis-
covery that the fraction cryoprecipitate from plasma
(the precipitate left from thawing plasma contained
large amounts of FVIII). This cryoprecipitate could
be given to hemophilia A patients in relatively small
volumes to help with clotting during bleeding epi-
sodes. The shortage in supply led to treatment guide-
lines including episodic therapy as an alternative for
prophylaxis [S]. Treatment to replace factor VIII
with blood products has been shown to have many
side effects:
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— increased rate of transfusion infections (viral
B, C hepatitis, human immunodeficiency virus);

— increased rate of allergic reactions to blood
components;

- plasma or cryoprecipitate was performed only
in hospital conditions, so the patient had to travel to
the hospital;

— difficult venous access in both, children and
adults, which conditions low adherence to treatment;

— early invalidation of the patient due to fre-
quent relapses of hemorrhage in the joint;

— decrease the quality oflife of patients with He-
mophilia A with economic impact.

The modern treatment of hemophilia A is con-
sidered to have started in the 19705, with the pro-
duction of lyophilized plasma concentrates of co-
agulation factor VIII. This technological innovation
greatly improved the quality and expectancy of life
of people with hemophilia A as it enabled the wide-
spread adoption of home replacement therapy with
the early control bleeding episodes [5]. However,
the treatment remained to be applied only in case of
development of hemorrhagic complications.

The discovery in 1977 of the synthetic agent
desmopressin provided a new, inexpensive and safe
treatment for many patients with mild hemophilia A,
which reduced the exposure to non-virus inactivated
plasma-derived products.

The most important advance in this field was
based on the rapid progress in DNA technology (fol-
lowing the cloning in 1982 of FVIII genes), which
allowed the industrial production of recombinant
FVIII [3; S]. The treatment of hemophilia A may
involve:

- home replacement therapy with the early con-
trol bleeding episodes;

- qualitative prophylactic treatment;

— management of bleeding episodes;

— treatment and rehabilitation of hemophilia
synovitis;

— decreased rate of transfusion infections (viral
B, C hepatitis, human immunodeficiency virus);

— increased the quality of life of patients with
Hemophilia A;

— hemophilia treatment Centre network ex-
panded.

But at the same time, negative effects were deter-
mined, such as:

— difficult venous access it remained a big prob-
lem, especially in home condition. A family member
had to be taught to administer the intravenous factor
VIII;

- frequent intravenous injections, which re-
duced adherence to treatment;

— short half-life of the synthetic factor;

— increased the risk of antibody formation to
factor VIII.

This moment motivated the study of alternative
treatment methods, such as: the creation of factor
VIII preparations with a longer half-life, non-factor-
ing agents, genetic treatment, the possibility of sub-
cutaneous administration [6].

The treatment with non-factoring agents is given
depending on whether or not antibodies have formed.
In the case of Hemophilia A with inhibitors can be
used: induction of immunological tolerance, Emici-
zumab, recombinant coagulation factor V1Ia (rFVIla).
In the case of Hemophilia A without inhibitors can
be used: Emicizumab, substitution treatment with co-
agulation factor [7; 8]. It is recommended to increase
the level of factor VIII by more than 12-15% [9].

Gene therapy means a technique of introducing
a nucleic acid into a patient’s cells in order to treat
certain diseases [ 5 ]. There are methods that use viral
vectors (biological nanoparticles), videlicet modi-
fied viruses and non-viral methods that are based
on naked DNA complexes. Because hemophilia in-
volves a genetic defect, viral vectors are used to de-
liver unmodified copies of genes into the patient’s
body. Non-viral methods are considered superior
because they allow the production of proteins on
a large scale and require a lower immune response
from the host. Gene therapy in hemophilia A was
evaluated in a study by BioMarine company.
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The implementation of these treatment methods 4. Conclusion
has a positive impact which is manifested by: Based on the results of the literature review we
« Decreases the risk of possible bleeding; can say that the modern treatment of patients with

« DPreserving the structure and functionalityof =~ Hemophilia A should be applied not only during
joints in children; bleeding, but also prophylactically for the prevention

« Stopping the destruction of the jointin chil-  of possible hemorrhages. The goal of treatment is to
dren and adults in whom arthropathy began  avoid any bleeding, which will increase the quality
to develop; of life of these patients.

« Improving the quality of life [S; 8].
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PREDICTORS OF BRONCHOPULMONARY DYSPLASIA
IN INFANTS WITH LOW BIRTH WEIGHT

Abstract: As a result of this study, it has been shown that preeclampsia, oophoritis, frequent
acute respiratory viral infections in the mothers of the examined children, congenital pneumonia and
severe anemia in children create conditions for the development of BPD. Assessment of significant
informative diagnostic and prognostic factors allows timely detection of children from the risk group

associated with the development of BPD.
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NPEAUKTOPbI EPOHXOJIEFTOYHOM
ANCNNA3SUN Y OETEU FPYAHOIO BO3PACTA,
POOUBLLUUXCH C HUSKOWN MACCOM TENA

AnHoTanus. B pesyabraTe HaCTOAIIEr0 NCCACAOBAHUS ITOKA3aHO, YTO MPEIKAAMIICHS, 00POPHT,
vactbie OPBU y MaTepeit 06cAeAOBaHHBIX AT, BpOXKACHHASI THEBMOHUS U TSDKEAAS] aHEMUSY AeTel
cospaeT ycAoBHs AAs pasBuTusa BAA. OrjeHka 3HAUMMBIX HHPOPMATUBHBIX AMATHOCTHIECKUX H ITPO-
THOCTHYeCKUX GaKTOPOB, I03BOASIET CBOEBPEMEHHO OOHAPYXUTDb AeTel U3 IPYIIIbI PUCKA, CBSI3AHHOM

c passutueM BAA.

KaroueBbie cAoBa: 6p0Hx0Aerqua;1 AMCITAQ3HS, AETH I'PYAHOTO BO3pacCTa, HM3Kasd MacCa TE€Aa

IIpHU pPOXKACHHH.

Ha ceroaHsmiHmit AéHb 6P OHXOAETOYHAS AUCIIAQ-
3UH SIBASIETCSI OAHO¥ M3 BKHBIX TPOOAEM B HEOHATO-
Aoruw u coBpemenHou neauarpu | 1,2,3]. Haun6oaee
9aCTO BCTPEYAIOIIMMCS OCAOKHEHHEM Y HEAOHOIIeH-
HBIX HOBOPO>KACHHBIX A€TeH, B TOM YHCA€ POAHUBIINX-
Cs C HU3KOM M 9KCTPEMAAbHO HU3KOM MaCCOM TeAa,
IIOCTYIIMBIINX B OTA€A€HHE peaHHMAallUd U UHTEH-
CHUBHOM TepaIluU C Pa3AMYHbIMH II€PHHATAAbHBIMU
IIATOAOTHSIMH SIBASIETCSI XPOHHYECKOE OOCTPYKTHUB-

HOe 3a00AeBaHUS AETKUX — OPOHXOAErOYHAs AVCIIAQ-
sust (BAA) [4; S]. Passutne BAA y rpyaHbIx peTeit
CBSI3QHO C PSIAOM HeOAATOIPUSTHBIX IIOCAEACTBHUI],
TaKUX KaK IOAMOPTaHHas AUCPyHKImS [6].
Bponxoaerounas AMCrAasms, BOSHUKIIAS Y AeTeH
TPYAHOT'O BO3PACTa, 3TO XPOHHUECKOe 3a00AeBaHNMe
A€TKHX IIPeUMYIeCTBeHHO HEeAOHONIEHHBIX AeTeH,
XapaKTepH3ylolieecs MOBPEXACHHUEM BCEX CTPYK-
TYPHBIX KOMIIOHEHTOB A€TKOTO ¥ $OpMHpYIOIIeecs
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B ITpoIjecce KOMOUHUPOBAHHOTO BO3AEHCTBUS IIep-
BHYHOTO PECIMPATOPHOrO 3a00AeBaHMS M HHTEH-
CHBHOM TepaIiU AbIXaTeAbHBIX PACCTPOMCTB Ha He-
3peAble AeTKHe, C OCHOBHBIMU P OSIBACHUSIMH B BHAE
ABIXaTeABHOI HEAOCTATOUHOCTH [ S; 7].

B mocaepHee BpeMs1, B OTAUYUH OT KAACCHIECKOM
popmbl BAA y ray60KOHEAOHOIIEHHBIX AeTel II0CAE
IIOAYY€HHOM CyppaKTaHTHOM Tepaliy IIPU pecIupa-
TOPHOM AMCTPeC CHHAPOME Yallle perucTPUPYeTCs
nosas dopma BAA [2; 8; 9]. Passutuio HoBoi1 $pop-
Mbl BAA coco6cTByIOT Kak aHTeHaTaAbHble $ak-
TOpBI (peaKAaMIICHS, TskeAask GeTONAAIleHTapHAS
HEAOCTaTOYHOCTD, 3AAEP/KKa Pa3BUTHS MAOAR), TaK
Y OTHOCHTEAbHAs TUIIEPOKCHS, 3aAePXKHUBAOIas pas-
BUTHE AETKHX Ha paHHeM arare [10].

Aaurteaproe VIBA, peunTy6arusi, TsokeAast Ie-
pUHATaAbHAsl ACPUKCHS, TSDKeAble THMITOKCHYeCKHe
umemmdeckre nospexxaerns LTHC, coxpanenue
nep CUCTEHTHBbBIX KOMMYHHK&L[HI:I, IIOBBIIIIEHUE ACT'OY-
HOTO apTEPHAABHOTO AQBAEHUS U AP. CITOCOOCTBYeT
ycKopeHHOMY paspuTuio bAA.

Pe3yAbTaTbl, IPOBEAEHHOTO PAHAOMH3HPOBAHHO-
rO PeTPOCHEKTHBHOTO UCCAEAOBAHUS BbISIBUAH, YTO
onpeaeaeHne pakropos pucka BAA ne Bceraa noka-
3bIBAET PEAAUBALINIO 3200AEBAHMS, TIOITOMY CAOXKHO
IPeACKa3aTh pe3yAbTaT 3a00A€BaHUS Y KOHKPETHOTO
manueHTa. [IoaToMy caepAyeT 0OpaTuUTh BHUMAHME Ha
XapakTep PecnypaTOPHOM TePaIMy BO BpeMs peaHu-
MAIJHOHHO-MHTEHCHUBHOTO A€YeHNsI, KOTOpOe UMeeT
6oAbIIOe 3HAYeHHe B pOPMUPOBAHUY IPYIIIII PUCKA
B passuTuu BAA. MccaepoBaHus, NOCBSIeHHbIE BAU-
SIHUIO QaHTEHATAABHBIX, IIOCTHATAABHBIX PAKTOPOB Ha
pasBuTHe 6p0Hx0Aerqu0171 AWCIIAQ3UU Y ACTEH IPYA-
HOTO BO3PacTa, POAUBIIMXCS C HU3KOM MAaCCOH TeAd
AKTYaABHbI U TPEOYIOT AAABHETIIIEr0 U3y YeHHs.

IleAp mccaepOBaHUS: OIpeaeseHHe HHPOPMa-
TUBHbIX IPEAUKTOPOB OPOHXOAETOYHON AUCIIAA3UU
Y AeTell TPYAHOTO BO3PacTa, POAUBIIMXCS C HU3KOM
MacCOU TeAa.

MarepHaAbI H METOABI HCCACAOBAHMS:

AM3alH HCCAEAOBAHHS COCTOSIA M3 PeTPOCIeK-
TUBHOTO U ITPOCIIEKTUBHOTO 00CAEAOBAHISI HEAOHO-

IIEHHBIX AETEH C HU3KON MaCCOM T€AQ IIPH POXKAECHUU
B OTACA€HMU peaHHMAIUU U MHTEHCUBHOM TePaIHH
B Hayuyno-HccaepoBareabckoro Mucruryra Ileana-
Tpun umenu K. @apapxesoit. K nccaepoBanuio 6s1au
npuBAedeHbl 128 peTell ¢ reCTalMOHHBIM BO3PaCTOM
28-36 nepeab (cpepnnii Bospact 31.8 £ 2.1 Hepeap),
C Maccoil TeAa IpHU poxkAeHHH 2360T. (CpeAH}I}I
Macca 1588+340.0 r), nepeBeAeHHbIe C POAMABHO-
ro AOMa Ha BTOPOM 3Tan BbIxakuBaHus. Cpean HUX
72 MaAbIHMKa, S6 AEBOYEK, B TOM YHCAe 6 OAM3HEI[OB.

O6caepOBaHHbBIE AeTH OBIAM Pa3AEACHBI HA ABe
rpynmbl. B mepByro rpymmy Boman 32 pebeHka
(25.0%) c BAA, Bo BTOpYyI0 96 pActeit (25.0%) 6e3
npusHakoB BAA. Ha BropoM ararie 6b1a cocTaBaeH
IPOTHOCTHYECKHI AATOPUTM Ha OCHOBE aHTEHATAAb-
HBIX M HeOHaTaAbHbIX ¢pakTOopoB pucka. [lapamerp
HCKAIOUEHMST: AeTH € Maccoit 6oabie 2500 1, Bo3pact
MeHee 1 MecsIa, TOPOKH ACTKHX M CEpATIA (KpOMe
CAy4aeB — OTKPBITO€ OBAaAbHOE OKHO, OTKPBITBIM ap-
TepHaAbHbIIt MPOTOK)mopoku passutus LIHC, BYU
co crierpuIecKoil STHOAOTHEH, CeTICUC, CHHAPOM
acnmpanuu. AvarHos kaaccudeckoit BAA 6p1a mo-
CTaBA€H Ha OCHOBaHUHU HaAnmvusa B aHamHe3de PAC,
HBA ¢ «XeCTKUMH IapaMeTpaMu» Ooaee 3x AHel
C PeHTTeHOAOTHUYECKIMH XapaKTePHbIMHU ITPU3HAKa-
M (B3AyTHE AeTKHUX, PUOPO3, 6yAADI). AHATHO3 HOBOI
¢opmbr BAA craBHACs AeTAM C recTallMOHHBIM BO3-
pacToM MeHee 32 HeAeAb, y KOTOPBIX IIPMMEHSANCDH
npernaparhbl cypdakTanTa Aast mpoduaaktuku PAC,
a pecrupaTopHasi IOAAEPXKKa ObIAa mapsmeit. Pent-
reHOAOTHYECKH XapaKTepHO TOMOTeHHOe 3aTeMHeHHe
AETOYHOM TKAHU 6e3 ee B3AYTHSL. AAS TOATBEPIKAECHIS
Auaraosa BAA pOBOAMAOCH KAMHHYECKOE 06CAeAO-
BaHME AeTel M MHCTPYMEHTAAbHble MCCAAOBAHMSA
(KOMHbIOTepHa}I ToMOrpadus, peHTreHorpacl)Hﬂ).

CoraacHo 1mocAeAOBaTeAbHOMY CTaTHCTHYECKO-
My uccaepoBaHuio A.BaappuHa 6blAa BbISIBAEHA
9JaCTOTA BCTPEYAeMOCTH KaXKAOTO IPU3HAKa U IpO-
rHoctuyeckusi kpurepun BAA. IToayuennsie noka-
3arean obpabareiBasuch mo «Crarucruka-6>.Pas-
AWYHE B CPAaBHUBAEMBIX I'PYIIIIAX IIPOBOAHAOCH IO
kputepuio Pumepa, KpuTepui x 2,
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PREDICTORS OF BRONCHOPULMONARY DYSPLASIA IN INFANTS WITH LOW BIRTH WEIGHT

Pe3yAbTaTBI HCCAEAOBAHHS H HX 00CY>KAeHHE

Bce 0b6caepoBaHHbBIE AeTU OBIAM pacIIpeAeAeHbI
OTHOCUTEABHO BecCa INPU POXAECHUH CACAYIOIINM
00pa3oM: AeTH C 3KCTPEMAABHON HU3KOM MacCOi
(menmpme 1000 1)-10 (7,81%), 36 aereit (28,1%)
¢ oueHb HU3KOM Maccoii Teaa(1000-1500 1.) —66 pe-
eit (51,6% ), ¢ Hu3Ko# Maccoii Teaa (1500-2000T),
16 aereit (12,5%) c maccoit 6oaee 2000 T.

B nepsoii rpynme cpepHuUI recTaljuOHHbIN BO3-
pact cocraBua 29,8 £ 1,2 HepeAb 1 KOA€6AACS B TIpe-
aeaax 28-33 Hepeap. Macca Teaa IpU pPOXACHUU
cocraBuaa 1208,4 + 284,5 . u 6p1aa pacpeseseHa
caepytomum o6pazom: Ao 1000 . 4 pebenxa (12,5%),
B mpeaeaax 1000-15001.-14 (43,7%), B mpepe-
Aax 1500-2000 1.-12 (37,5%) u 60abme 2000 r.-2
(6,25%). B mepsoit rpynmne MaAbauKOB 6510 20
(62,5%), aeBouex —12 (32,5%).

Bo Bropoti rpymne MmaaaukoB 66140 —42 (43,7%),
AeBouek —54 (56,3%). CpeaHuil recTaluOHHbII BO3-
pact cocrasua 32,1 * 2,1HepeAr 1 KOAebaACS B IIpe-
Aeaax 28-36 Hepeab. Macca Teaa Ipu POXKACHUH

cocraBuaa 1700,5+322,5t. u 6p1aa pacmpepeseHa
caepyromuM obpasom: oo 1000 . 6 pereit (6,25%),
B ipepenax 1000-1500 r.—24 (25, 0%), B mpeaesax
1500-2000T.— 54 (56,2%) u 6o0abmre 2000T.-12
(12,5%) aeteti.

Taxum 06pasoM, MPOBEASHHDIN CPABHUTEABHbII
aHAAM3 B IEPBOM M BO BTOPOM I'PYIIIAX ITIOKA3aA, YTO
MIOKA3aTeAH TeCTAlJMIOHOT0 BO3PACTa M MACChl TeAA ITPH
PO’KAGHHMH CTaTHCTUYECKU pasandauch (p < 0.01).

Ilpyn aHaAM3e aHaMHECTHYECKHX ITOKa3aTeAei
ObIAa BRISIBAEHA YaCTOTA UX BCTpedaemoctu. Cpas-
HHUTEABHAS XapaKTEPUCTHUKA TAKUX CAydaeB Kak Oec-
IIAOAMIE, CIIOHTAHHBIM a00OpPT, yrposa HaCTOsMIeiN
bepeMeHHOCTH, HUHQEKIMOHHO-XPOHUYECKHE 3a-
6oAeBaHus y MaTepu (ypOTeHUTaAbHbIE, SKCTpare-
HUTAAbHbIE ), COMaTHYeCKUe 3a6oAeBanus u Ap. U3
TabAuIBI 1.BUAHO, YTO B IIepBOM IpyIIe y MaTepen
npu 6epemennoctu OPBU (x*= 6,29; p < 0.05),
npeakaammcus (x> = 7,01; p < 0.01) u oodpopur
(x* =9,09; p < 0.01) cTaTMCTHYECKH 3HAYUMDI TIO
CPaBHEHUIO CO BTOPOM I'PYyIIIION.

Tabnuua 1.— AKyLLEPCKO-TMHEKONIOrMYECKUIA aHaMHE3 1 YacToTa
BCTpeYaeMocCTn 3aboneBaHnini maTepen obcnenoBaHHbIX AeTen

IokasaTeAn 1-rynma n-32 | 2-rpynman=96 | Bcero X2
1 2 3 4 S
Becriaopue B anamHese. 2(6,25) 9(9,37) 11 0,65
IIpepsiBanne bepemenHoCcTH 60Aee 23 pas. 4(12,5) 15(15,6) 19 0,72
Yrposa npephiBanHus TeKyliel 6epeMeHHOCTH. 4(12,5) 12 (12,5) 16 0,23
IToroproe OPBH Bo Bpemst 6epeMeHHOCTH. 18(56,2) 27(28,1) 45 6,29*
i((}))ConiljlquKaﬂ deromnaareHTapHAS HEAOCTATOY- 13(40,6) 33(34,3) 46 0,87
[TpesKAamIICHS. 15(46,8) 24(25,0) 39 7,01*
Comarunyeckue 3a60AeBaHUS:
aHeMHs. 12(37,5) 27(28,1) 39 0,96
CepAEYHO-COCYAUCTBIE 3a00A€BaHUSL 4(12,5) 18(18,7) 22 1,08
3a60AEBaHNS ABIXaT€ABHBIX OPraHOB. 2(6,25) 7(7,31) 9 0,32
3a60A€BaHMS JKEAYAOUHO-KHIIEYHOTO TPAKTA. 8(25,0) 33(34,3) 41 0,85
3a60A€BaHMS [I09EK U MOYEBBIBOASLIHX ITy TEH. 2(6,25) 9(9,37) 11 0,71
SHAOKDHHHbIE 3260AeBaHHL. 1(3,12) 6(6,25) 7 0,44
3a6oaesarust AOP opraHos. 5(15,6) 18(18,7) 23 0,19

1"



Section 1. Clinical Medicine

1 2 3 4 S

TuHeKoAOTHYeCKHe 3a60AeBAHHS Y MATepU:

KOABITHT. 6(18,7) 12 (12,5) 18 0,65
oodopur. 10(31,2) 6(6,25) 16 9,09*
SHAOMETDHT. 1(3,12) 3(3,12) 4 0,56
5pO3USL IIEHKU MATKH. 9(28,1) 24(25,0) 33 1,66
MHOMa IeHKH MaTKH. 1(3,12) 2(2,08) 3 0,81
KHICTa SIMIHUKOB. 1(3,12) 4(4,25) S 0,52

Ipumeuanue: 8 ckobkax omuocumervtvte (8 npoyenmax) noxazameu x—p < 0.01(x? -kpumepuii)

B riccaepOBaHMH TakKe IPOBEACHO U3YYEHHeE Ya-
CTOTBI BCTPeYaeMOCTH KOMOPOUAHBIX (COYeTaHHBIX )
3a60AeBaHuIl y 06CcAeAOBaHHbIX AeTeil. V13 (TabAuIbl
2) BUAHO, YTO B MIEPBOIi TPYTIIE Y ACTEH CAyYaH arl-

Tabnunua 2.— YacTtoTa BCTpe4aeMoCTy KOMOPOUAHbBIX COYETaHHbIX

CPaBHEHHUIO CO BTOPOM I'PYIIION.

3aboneBaHuin y obcnenoBaHHbIX AETEN

103 (x” = 12,0), OTKpHITBIi1 apTePHAAbHbII IPOTOK
(x* = =10,6; p < 0.01) 1 aHeMHS HEAOHOIIEHHBIX
(x* =11,7; p < 0.01) cTaTUCTUYECKH 3HAYUMBI TIO

3aboaeBanust l1-rymman-32 | 2-rpynman=96 | Bcero x2
I'inokcryecku-uIeMmdecKue MOpaKeHUs
ITHC (ITBA, xrcra), 15(46,9) 48(50,0) 53 0,48
['mmoxcHyecKku-reMopparudeckye HOpakeHus 17(53,1) 48(50,0) 65 027
ITHC.
Undeximonnnie nopaxenus [THC. 4(12,5) 11(11,4) 15 0,51
Toxcryecko-MeTaboANYeCKIIe TOPAXKEHNUS
ITHC. 3(9,37) 6(6,25) 9 0,92
Beaymmmit cuaapom mpu nmopakenusx LTHC:
CYAOPOKHBIN CHHAPOM.
TUIePTEH3HOHHBIN CHHAPOM. 4(12,5) 9(9,37) 13 0,62
rUApoIiepaAbHBIN CHHAPOM. BETeTO- 3(9,37) 7(7,35) 10 0,39
BUCIIEPAAbHbI CHHAPOM. 4(12,5) 10(10,4) 14 0,59
amHoa. 6(18,6) 9(9,37) 15 12,12*
KoHprorannoHHas runepouanpybrHeMus. 12(37,5) 30(31,2) 42 0,69
OTKpBITOE OBAaABHOE OKHO. 20(62,5) 42(43,3) 62 0,65*
OTKPBITHIN APTEPHAABHBINA IPOTOK. 6(18,6) 6(6,25) 12 10,6
AHeMus HeAOHOIIEHHBIX. 24(75,0) 54(56,2) 78 11,7*

ITpumenanue: IIBA — nepusenmpuryrapuas seiicomarayus; IIBK — nepusenmpuryrapHoe KposoussusHue;

BYK - sHympusicerydoukosvie KpoBOU3AUSHIUE

Aas mporrosupoBanus passutusd BAA Aad BbI-
SIBA€HHSI BbICOKOH I'PYIIIIBI PUCKA IIPUMEHSACS I10-
caepoBaTeAbHBI MeTop A. Baabpa. B pesyabrare
aHAAM32 BBUIBAEHBI MHAMBHAYAAbHbIE OCOOEHHOCTH
MaTtepu u pebenka. Ha ocHOBe IoAy4eHHBIX AQHHBIX

BAA.

paccuuTaH NPOTHOCTHYECKUN U MHPOPMATUBHBIN
koa¢ppunuentel. Ha ocHoOBe KoppeAdllMOHHOrO
aHaAM3a OBIAU OIIpeAeACHBI OOAee XapaKTepHbIe IIPH-
3HAKH, UMeIoIe OOABIIOe 3HAYEHNUE IPH Pa3BUTHU
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Boia mpoBeaeH cOOp MPOrHOCTHIECKUX KOIPPu-
ITHEHTOB AASI IPOTHOCTHYECKON HHPOPMAITMH U UX
obpaboTka. Coop mporuocTudeckoit nHGpopMaLuu
6BIA IPOBEAEH AO OTIPEAEAEHHOTO ypoBHs (mopor)
(+13 uan —13).EcAM KOAUYECTBO IPOTHOCTHYECKUX
K03 durireHTOB 60ABIIE 13 — TO 3TO O3HAYAAO pa3-
BUTHe TIATOAOTUYECKOTO Tpoljecca (HebAaromnpu-
arHoe TeueHue), ¢ +13 p0 —13 HeOoIlpeAeAeHHBIN
oTBeT, 60AbIie —13 — OTCyTCTBHE ITATOAOIUYECKOTO
nporiecca, To ecTb passutue bAA (6AaroanﬁTHoe
TedeHue). B peaAbHOCTH HECOOTBETCTBUE IPOTHO32
npuHuMaeTcs npepesax 5%. Ero mossinrenne 06s-

ACHSAETCS ABYMsl IPUYMHAMU: | )TPUHSATHE BO BHU-
MaHMe BCeX AMarHOCTUYECKUX IIPU3HAKOB IIPH 06-
paboTke; 2) AOTIOAHHTeAbHbIE PaKTOPbI, KOTOPbIE
He OBIAM IIPUHSTHL BO BHUMaHMe. SICHO, YTO ecAan
Bpay CMOXeT y4ecTb Bce $paKTOPBHI, TO IPOrHO3 Oy-
AET TOYHBIM.

B HacTosImeM nccAeAOBaHUU OBIAY BHIOPAHBI CTa-
TucTudecku 3nauumbie (p < 0.01) u o6aaparomue
KOPPEASILIMOHHBIMU CBSI3SIMU KAUHUYECKHE IPU3HA-
KU, UMEIOIIIe BXHOE IPOTHOCTHYECKOE 3HAYEHHUE
npu paszsuruu BAA, Taioke 6514 pazpaboraH Auarso-
CTUYECKUN AATOPHUTM.

Tabnuua 3.— AnarHoCTMYeCcKnii anropmutM s NporHo3npoBaHns passmntusa I,y rpyaHbix aeten

AHana3oH NpHU3HAKOB HAH NudpopmaTHBHOCTD
TpusHasn BapHAHTHI AK HNK
TeCTalMOHHBIN BO3PACT. <32 neaeas 45 0,98
32-37 HepeAb -3,0 0,56
\acca TeAa <1500r +4,2 0,92
' 1500-2000 r -3,0 0,54
+3,5 0,70
PAC. -1 ’ ’
AC 7-10 6aaroB 2,0 041
nCPAP. <7 6aar0B tg:g 8:?2
. Aa +3,5 0,72
HBA

AauresrHas IBA (Menbie S pHeit) Her s 048
Heo06x0ANMOCTB B KHCAOPOAE IIO- Aa +5,6 1,66
CA€ HEAEAU JXKHU3HH. HeT -3,2 0,84
8 1,02

BuyTpuyTpo6Has MHEBMOHUSL. Aa 4 /0
HeT -3,4 0,74
OTKpBITHIH apTepUAAbHBIN ITPOTOK. A 42 1,08
HET -3,2 0,81
Tspxeaast popMa aHEMHH. Aa +4,6 0,98
HET -3,2 0,66
ArmnHo3. Aa +4,0 1,09
HeT -3,6 0,72

Ipumeuanue: AK — duazrocmuneckuii koadpuyuenm (>+ 2.5). UK — undopmamushoiii xoapPuyuenm
(> 0.25). PAC - pecnupamopnuiii ducmpecc cundpom. CPAP — pexcum uckyccmeennoil 8eHmussyuu AE2KUx no-
CIOSHHBIM NOAOHUMEAbHbIM OasAeHuem. IBA — uckyccmeennas seHmuAsyus Aéakux

Kak BupHO u3 (TabAunpsl 3) K BHICOKMM HH-
¢opMaTuBHBIM PakTopaM pazBuTud BAA MoxHO
oTHecTu 21% Heo6x0AMMOCTD B KHCAOpOAe (T1o-

cae mepBoit Heaeam xusnu) (MK=1,66), Buy-
TpuyTpobuyto maesmonuio (MK=1.02), annos
(VIK=1,0), Taxeras ¢opma anemun (M1K=0,98),
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reCTalJUOHHBIN BO3pacT MeHee 32 HeaeAb
(K=0,98).

TaxuMm 06pa3oM, IPOBEAECHHBIN PeTPOCIIEKTUB-
HbII1 AHAAH3 [IOKA3aA, YTO IIpU HepeMeHHOCTH y Ma-
Tepeit, 06caeAOBaHHBIX AeTeit Haamdre OP3, mpe-
9KAAMIICHU U 00OPUTA, AITHO3, AHEMUH, OTKPHITHIN
apTepHaAbHbII IPOTOK, BHYTPHYTPOOHAs ITHEBMO-
HUS 1 TSDKEAAs aHeMUS Y AeTeH CO3AAeT YCAOBHUS AAS
passutus BAA,. Onenka 3Ha9MMbIX ”HYOPMATHBHBIX
AMAarHOCTUYECKUX U NMPOTHOCTHUYECKUX PaKTOPOB,
II03BOASIET CBOEBPEMEHHO OOHAPYXXWUTbh AeTell U3
IPYyTIIbl PUCKA, CBSA3aHHOM C pasBuTHeM BAA.

BriBopbI:

1.AHTenaTaApHbBIe PAKTOPBI PHUCKA Pa3BUTHS
BAA y aeTeit ¢ HU3KOM MacCOM TeAa IPHU POXKAe-

HUU 9TO IPEIKAAMIICHS (x* =7,01; p < 0.01), mo-

sropusie OPBU (x* = 6,20; p < 0.01) u oodpopur
(x*=9,09; p < 0.01) y MaTepeit npu 6epeMeHHOCTH.

2. K neonaTtaapHbIM npepukTopaMm BAA oTHO-
CATCS Macca TeAa Ipu poxkpeHnu Hike 1500 r., re-
CTALIMOHHBIM BO3PACT MeHee 32 HEAEAb, TSHKeABIN
PAC, CPAP u aauteabnas VIBA, Heo6xoAMMOCTD
B KHCAOPOAE ITOCA€ HEAGAU POXKAEHUS, OTKPBIThIN
apTepHaAbHbII IIPOTOK, BHYTPHYTPOOHAS ITHEBMO-
Hus, TsDKeAass opMa aHEMHH.

3. K BpicOKMM HMHPOPMATHUBHBIM PaKTOpaMm
passutua BAA y rpyaHbIX pAeTell OTHOCUTCS —
Heo0X0AUMOCTDb B 6oAee yeM 21% B KHCAOpOAe
(mocae nepsoit Hepean xusuu) (MK=1,66), Bay-
TpuyTpobuas mnuesmonus (MK=1.02), amnos
(IK=1,0), OTKpHITHIit apTepHaAbHBIA MPOTOK
(1K=1,08).
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POLYMORPHISMS (SNP) SITES AND MUTATIONS
IN THE CYSTIC FIBROSIS TRANSMEMBRANE
CONDUCTANCE REGULATOR (CFTR) GENE

Abstract. CF (Cystic Fibrosis) is a genetic health condition that affects a person’s lungs and
digestive system, which affects more than 70.000 people worldwide. It is characterized by a faulty
protein (CFTR) that affects the body’s cells, tissues, and glands which produce mucus and sweat. The
research was done to determine and develop an integrated analysis of the SNP (Single Nucleotide
Polymorphisms) sites, or a type of genetic variation representing a difference in a nucleotide, found
in the CFTR gene.

Objectives: The purpose of this study is to identify SNP sites and mutations in the CFTR (Cystic
Fibrosis Transmembrane Conductance Regulator) gene that might cause Cystic Fibrosis and various
strains of cancer. It revealed potential SNPs, which can help medical professionals set early diagnosis
and risk evaluation for CF patients. Other information that was focused on also includes the struc-
ture of the CFTR gene, the distribution of its exome variant functions, the relationship with types of
cancer and so on. If these results are studied and analyzed to a further extent, they may reveal a new
method for the diagnosis, treatment, and hopefully, a cure for CF.

Method: Using the genetic data collected by various institutions such as the National Center for
Biotechnology Information (NCBI), genetic information in both afflicted and healthy individuals was
downloaded. Then, by using the Macintosh operating system (Terminal), SNP sites were extracted
into a VCF file. With this information, integrated and statistical analysis was utilized to pinpoint how
they affect the phenotypic variabilities of CF through the use of the online tool, WANNOVAR. This
information was then projected onto visual means through the use of software systems such as R and
RStudio and Microsoft Excel. Online means like the Genome Browser were also utilized.

Results: The integrated analysis identified key information on this genetic disorder such as the
distribution of SNP functional classes, the frequency of CF occurrences, the associated types of can-
cers, the structure of the CFTR gene as well as the gene product, SIFT Score as well as a plethora of
other information across the downloaded and extracted exome dataset.

Conclusion: Through an accurate and thorough analysis on single nucleotide polymorphisms
(SNPs) and mutations in the Cystic Fibrosis Transmembrane Conductance Regulator (CFTR) gene,
the effects, influence, and types of SNP sites and somatic mutations were identified. This can further
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our understanding of health conditions associated with the gene and its product (CFTR protein) and

enable medical communities to take the necessary action to overcome these disorders.

Keywords: Catalogue of Somatic Mutations in Cancer (COSMIC), CFTR Modulator Therapy,
ClinVar, Cystic Fibrosis (CF), Cystic Fibrosis Transmembrane Conductance Regulator (CFTR),
Exome, Gene Therapy, Genome, National Center for Biotechnology Information (NCBI), Single
Nucleotide Polymorphism (SNP), Single Nucleotide Polymorphism Database (dbSNP), SNP Func-
tional Classes, Sorting Intolerant from Tolerant (SIFT Score and Prediction), Single Nucleotide

Variant (SNV)

L. Introduction

Cystic Fibrosis (CF) is a rare and inherited genet-
ic disorder whose symptoms often include chronic
cough, lung infections, and shortness of breath. It is
caused by defects in the cystic fibrosis transmem-
brane conductance regulator (CFTR) gene. Situ-
ated on the seventh chromosome, the gene consists
of twenty-seven exons of DNA and codes for 1,480
amino acids. Its product is the CFTR protein, which
regulates the chloride ion content of epithelial cells
that line the nasal cavity, lungs, and stomach by act-
ing as a channel across the membrane [1; 2; 3].

The CFTR protein acts as a channel carrying chlo-
ride ions into and out of human body cells, which aids
in the movement of water in tissues. This is crucial for
the production of mucus, a substance that lubricates
and protects the lining of the respiratory, digestive,
and reproductive systems. The CFTR protein also
controls the functions of other channels, such as the
ones which move sodium ions across cell membranes.
These are necessary for organs like the lungs and pan-
creas to work. When these chloride ions cannot leave
the cell, water is kept through osmosis, which causes
the production of more viscous fluids [4].

The symptoms of CF depend on which organs
are affected and the severity of the condition. The
most serious and common complications in regard to
cystic fibrosis are those of pulmonary or respiratory
problems, which may include serious lung infections.
Patients diagnosed with CF often also have problems
maintaining good nutrition, as they find it difficult
to absorb the nutrients from food, delaying growth.
[5] Until late into the twentieth century, few people

diagnosed with CF lived beyond childhood. While
improvements in medical care have succeeded in in-
creasing life expectancy, there still exists no cure for it.

There exist more than 1.200 discovered faults on
the CFTR gene. Of this number, the most frequent
mutation remains the result of the deletion of a single
amino acid at position 508 on the CFTR protein.
It is also referred to as AFS08 and accounts for ap-
proximately seventy percent of CF cases. Other mu-
tations to the CFTR gene cause changes to the pro-
tein’s structure, stability, or production, ultimately
inhibiting the successful regulation of chloride ions
in epithelial cells [6].

Single nucleotide polymorphisms, more com-
monly known as SNPs, are the most common type
of genetic variation among people, each representing
a difference in a nucleotide, or a single DNA building
block. These variations are most frequently found
in the DNA between different genes. Nowadays, the
scientific community uses SNPs as biological mark-
ers because they help pinpoint which genes are asso-
ciated with the disease. However, when SNPs occur
within a gene or a regulatory region near the gene,
they can actually be the cause of the affliction by af-
fecting the function of that gene [7].

IL. Procedure

A. Materials

This study was mainly based on bioinformatics
analysis and involves the usage and integration of
publicly available datasets, tools, software, as well
as other online resources. The various tools used to
complete this study include Macintosh operating
system (MacOS); Microsoft Excel; dbSNP database,
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an online database for single-nucleotide variations;
wANNOVAR, which was used to annotate func-
tional consequences of genetic variation from high-
throughput sequencing data. Other online tools that
were used were UCSC Genome Browser; National
Cancer Institute GDC Data Portal; and cBioPortal.

B. General Overview

From the online genetic database, dbSNP, data
on Cystic Fibrosis patients and healthy controls from
around the world were downloaded in the form of a
GZ file. After decompressing the file with the Macin-
tosh Operating System (MacOS), all of the SNP sites
on the CFTR gene were extracted. Then, individual
analysis was performed on this information with the
web-based too]l WANNOVAR, resulting in an analysis
of the genome and exome of the CFTR gene. With
this information gathered, a more integrated study
was performed, furthered by the extensive use of vi-
sual representations as well as detailed explanations.

C. Online Gene Database (Single Nucleotide
Polymorphism Database)

The Single Nucleotide Polymorphism Database
(dbSNP) is a free public web-based archive that re-
cords genetic variation within and across different
species. It was developed by the National Center for
Biotechnology Information (NCBI) in collaboration
with the National Human Genome Research Institute
(NHGRI). It contains human single nucleotide varia-
tions (SNV), microsatellites, small- scale insertions
and deletions, along with information on publica-
tion, population frequency, molecular consequences,
as well as genomic and RefSeq mapping information
for both common variations and clinical mutations.

D. Extraction of SNP Sites on MacOS$

After decompressing the file with the Macintosh
Operating System (MacOS), all of the SNP sites on
the CFTR gene were extracted using the command:
grep CFTRO0-Allvcf >CFTR .result.vct.

E. Annotation of Genetic Variation on wAN-
NOVAR

By default, it performs “individual analysis” on
the VCF file to help find the genes which cause the

disease as well as various other online sources. The
resulting files are split into information on the exome
and genome. It can be read by Microsoft Excel and
includes a plethora of data on the CFTR gene. [8][9]

F. Using Terminal to Reveal SNP Exonic Func-
tions

By using the Terminal function in the Macin-
tosh Operating System (MacOS), the unique parts
were classified and sorted from the 2,481 individ-
ual data into 11 exonic variants: frameshift dele-
tion, frameshift insertion, frameshift substitution,
non-frameshift deletion, non-frameshift insertion,
non-frameshift substitution, nonsynonymous SNV,
start-loss, stopgain, stop-loss, and synonymous
SNV. After that, the distribution was represented
visually as a pie chart.

G. Using Terminal to Reveal SNP Genomic
Functions

Due to signiﬁcant time restraints, most data
analysis was restricted to information on the
exome, but there is still Similar to the procedure
above, genomic functions were sorted from the
33,355 individual data into 9 genomic variants:
UTR3 (3 Prime Untranslated Region), UTRS (5
Prime Untranslated Region), downstream, exonic,
exonic splicing, intergenic, intronic, splicing, and
upstream. The data was then represented visually
as a pie chart.

H. UCSC Genome Browser: Human GRCh37/
hg19

By entering a specific range of the CFTR
gene onto the UCSC Genome Browser: Human
GRCh37/hgl19, a detailed picture of the gene’s struc-
ture was created and downloaded.

L Frequency of CF Occurrence (ClinVar_DIS)

Through the integrated analysis WANNOVAR
performed, information from ClinVar, a database
which aggregates information about genomic varia-
tion and its relationship to human health, was ac-
cessed. By bridging this crucial gap, the frequency
of CF occurrence in relations to SNP sites on the
CFTR gene can be concluded with a chart.
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J.  SIFT Score Prediction

SIFT, short for Sorting Intolerant From Tolerant,
is a system that can give accurate speculation as to
whether or not an amino acid substitution will affect
protein function. This way, users, particularly those
in the medical community, can prioritize substitu-
tions for further study. The SIFT score ranges from
0.0 (deleterious/harmful) to 1.0 (benign/tolerated).
By looking into this, the connection between the
portion of the gene and its effect was drawn.

K. COSMIC _ID, COSMIC_DIS:

COSMIC, or the Catalogue of Somatic Mutations
in Cancer, is the world’s forefront online database for
the investigation on the impact of somatic mutations
in human cancer. After directing and pinpointing the
database on the CFTR gene, figures and statistics were
downloaded for the benefit of this project.

L. NCI GDC Data Portal and cBioPortal

To venture further into the topic of mutations of
the CFTR gene and its connection to human cancer,
the NCI GDC Data Portal, a data-driven platform
and cBioPortal for Cancer Genomics, a software was
accessed. Both provided alteration frequency as well
as frequent somatic mutations.

M. UniProt Knowledgebase

The UniProtKB (abbrev. for Knowledgebase)
is the world’s central resource on the functional in-
formation on proteins, the information of which is
derived from the current research literature. With
this, information on the CFTR gene was gathered
and clarified for the purpose of providing a more
thorough analysis.

I11. Results

N. Distribution of Exome Variant Functions

Table 1. — A portion of the resulting CSV file (displayed on Microsoft Excel)

Start End Ref Alt ExonicFunc.refGene

117120149 117120149 A G startloss

117120150 117120150 T A startloss

117120150 117120150 T C startloss

117120151 117120151 G A startloss

117120151 117120151 G T startloss

117120152 117120152 C T stopgain

117120158 117120158 T G nonsynonymous SNV
117120159 117120159 C A stopgain

117120159 117120159 C T nonsynonymous SNV
117120160 117120160 G T synonymous SNV

That shows the location of the SNP site along with the exome variant associated with it. The highlighted column
(ExonicFunc.refGene) includes the following: frameshift deletion, frameshift insertion, frameshift substitution,
non-frameshift deletion, non-frameshift insertion, non-frameshift substitution, start- loss, stop-gain, stop-loss,

nonsynonymous SNV, and synonymous SNV

As referenced above in (Table 1), WANNOVAR
sorted the types of SNPs on the CFTR gene into
eleven types. SNP sites can fall within the coding
sequences, non-coding regions of the gene, or in the
intergenic zones. Sites that are located within the
coding regions are either synonymous and nonsyn-
onymous SNPs. Synonymous mutations are fairly
common, but since they do not affect the amino acid

sequence of a protein, they are not noticed (non-
frameshift insertion, deletion, or substitution)
On the other hand, in a nonsynonymous muta-
tion, this is not the case. There is commonly an in-
sertion or deletion of one nucleotide in the coding
sequence during the process of transcription. The
single missing or added nucleotide causes a frame-
shift mutation (frameshift insertion, deletion, or
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substitution) which proceeds to throw off the entire
reading frame of the amino acid sequence, ultimately
mixing up the codons. These comprise of nonsense
and missense mutations.

A missense mutation is a change in one base pair
on the DNA that will ultimately result in the substi-
tution of one amino acid for another in the protein
product. By doing so, it alters a codon and creates a
completely different protein. A nonsense mutation

synonymous SNV
16.1%

stoploss
0.0%

stopgain
7.5%

startloss
0.2%

is also a change in one DNA base pair and includes
stop-gain, start-loss, and start-gain. Stop-gain re-
fers to a mutation that results in a premature termi-
nation codon, signaling the end of translation, while
stop-loss is a mutation in the original termination
codon, resulting in an abnormal extension of the
protein’s carboxyl terminus. Start-gain is defined asa
point mutation in the transcript’s AUG codon, which
also serves as an initiation site for the gene product.

frameshift deletion
8.5%

frameshift insertion
3.4%

frameshift substitution
0.4%

nonframeshift deletion
1.1%

nonframeshift insertion
0.4%

nonsynonymous SNV
62.1%

Figure 1. A pie chart depicting the distribution of different SNP exome variant functions on
the CFTR gene in humans around the world. They include frameshift deletion, frameshift,
insertion, frameshift substitution, nonframeshift deletion, nonframeshift insertion, nonframeshift
substitution, nonsynonymous SNV, start-loss, stop-gain, stoploss, and synonymous SNV

Finally, a single-nucleotide variant (nonsynony-
mous or synonymous SNV) is referred to as a vari-
ant in a single nucleotide with no limitations on fre-
quency. They are not the same as single- nucleotide
polymorphisms due to the fact that when an SNV is
detected in a single sample, it can potentially be an
SNP. However, this cannot be ascertained given that
this variation is only from one organism.

While all the types of SNPs on the CFTR bring
about genetic variation in a human population,
their effects and frequency certainly differ from
each other. By using the Macintosh Operating
System (MacOS) to determine the count of each
unique type, this distribution can be visually repre-

sented in the form of a pie chart, enabling a clearer
understanding of these SNP sites.

As shown in (Figure 1), nonsynonymous SNV re-
mains the most common type of SNP on the CFTR
gene with an overwhelming majority, while stop-loss
exists as the rarest class with only one identified case.
Nonetheless, understanding the distribution of the
exome variants of SNPs can allow scientists to pin-
point the types of CF that are more common as well
as the causes behind them.

O. Distribution of Genome Variant Functions

This research project focused on the exome sum-
mary produced by wANNOVAR instead of cover-
ing every single detail of the CFTR gene. However,
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as shown in (Figure 2), the distribution of genomic  summary. As shown above, the most common form of
variant functions was included to give a general over-  genomic variant on the CFTR gene is intronic, where
view of the information that was given in the genome  the variant overlaps with an intron.

@ UTR3
@ UTRS

' Downstream

]

YEXXX K

Exonic

Exonic; Splicing
Intergenic
Intronic
Splicing

Upstream

Figure 2. A pie chart depicting the distribution of different SNP genomic variant
functions on the CFTR gene in humans around the world. They include intronic, exonic,
intergenic, UTR3, UTR5, downstream, upstream, exonic splicing, and splicing

Itis closely followed by exonic, where the variant ~ and intergenic, where the variant is within the in-
overlaps a coding region; UTR3, where it overlapsa  tergenic region. The rest of the genomic variants are
3’ untranslated region; upstream, where it overlaps  less common in the world.
1-kb region upstream of the transcription start site; P. Structure of the CFTR Gene and Protein

Scalp

chr7: 117150000 | 117 300,000 |

1 ! =
1} | ]

4

geTRE

ot Tl ; ] :
\Ehcmﬂmlnﬁlmﬂimﬁmsm-mnfmumﬂﬂﬁmﬁm}
o 1 ala,

ACO00T11.4 . ' ACOO0T11.2 —
ACOO0111.5.
ACO00111.6
100 _ HERZTAS Mark [Ofian Found Near Aciva Regulatory EXmants) on 7 60 lings frem ENCODE
Leyered HIKETAC .
DMass Clustors | | 1 M”IHMWWC“T‘J“E#WW’MEicanm I N TR
Ton Factor GaiP Tl | 1 Jramecss :mellﬁcmcuwm*s‘mmmi POCEMn SYon; ok | | R U]
il vtian by FiyiaP ,
700 Vort Cons |REENRARARAIARRARRR T M IAFRRRT AR REA] I EARE TR AR A AR\ AR RN

Common doSMP1s3y1 11 [1INAEIIT 11 1 |WANNREE 0NN WREREI N nnﬁ'ﬂ'ii‘i‘i‘i‘ﬂh‘f’ﬁm miirlm IRIRIR A E W | EE
Fuesatbiasser| |01 NI 00 UI 000 | OMNE T ST O 00 F ETFS BLERLEIE R

Figure 3. The structure and location of the CFTR gene on Chromosome 7 is shown through
the use of the UCSC Genome Browser (Human Feb. 2009; GRC37/hg19 Assembly)
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The CFTR (Cystic Fibrosis Transmembrane
Conductance Regulator) gene is located in the sev-
enth human chromosome. It provides instructions
for making a protein called the cystic fibrosis trans-
membrane conductance regulator, which consists of
1.480 amino acids. When altered, health conditions
such as Congenital Bilateral Absence of the Vas Def-
erens (CBAVD), Cystic Fibrosis (CF), Hereditary
Pancreatitis, and others arise.

The cytogenetic location of this gene, shown in
(Figure 3 is q31.2, referring to the long (q) arm of
the chromosome at the position 31.2. Its molecular
location is also depicted in the image, ranging from
the base pairs 117,120,017 to 117,308,718 (188,702
base pairs) [10].

The CFTR gene codes for an ATP binding cas-
sette (or ABC) transporter-class ion channel protein.
It conducts the transportation of chloride ions across
epithelial cell membranes. This protein also compris-
es two six-span units, each of which is membrane-
bound and attached to a nuclear binding factor for

adenosine triphosphate (ATP). Between these two
regions, there is an R- domain, consisting of several
charged amino acids. This is an entirely unique fea-
ture of the CFTR protein within the ABC superfam-
ily [11; 12].

Figure 4. A picture depiecting the shape and
structure of the CFTR protein

Q. Probability of SNP Sites in Relations to
World Demographics:

Table 2. — The chart that shows the probability of SNP sites in the
CFTR gene in relations to the demographics of the world
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The source of the region highlighted yellow is 1000 Genomes; the region highlighted pink is ExAC Browser; the

region highlighted green is the Exome Variant Server (ALL: All; AFR: African; AMR: American; EAS: Eastern;
EUR: European; SAS: South Asian; FIN: Finnish; NFE: Non-Finnish European; OTH: Other)
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Table 2 depicts the result of WANNOVAR's
filter-based annotation. It gathers information on
the cataloging of genetic variation among different
ethnicities, races, and nationalities from around the
world to display them all in the above fashion. Its
purpose is to establish the frequency of variants in
whole-genome data. The 1000 Genomes (Repre-
sented by 1000G) dataset provides allele frequen-
cies in six populations that are whole-genome vari-
ants. The Exome Aggregation Consortium (ExAC)
is represented by a group of investigators who col-
lect and systematize exome-sequencing data from a
variety of large-scale projects. The Exome Sequenc-
ing Project (ESP) is an exome-sequencing project
that is funded by the National Heart, Lung, and
Blood Institute (NHLBI). It identifies genetic vari-
ants in exonic regions from over 6.000 individuals,
including healthy controls as well as those with dif-
ferent health conditions.

Right now, there are more than 10 million known
Americans who are carriers of one mutation of the
CFTR gene, which amounts to a total of 30.000
CF patients. The chances of being a carrier of one
CFTR mutation or being afflicted with CF, which
is caused by two CFTR disease-causing mutations,
depends on race and ethnicity. And although itis not
shown in Figure 8, the most affected group includes
Caucasians of northern European ancestry (British,
Scandinavians, French, certain Eastern Europeans).
On the other hand, the disease is considerably more
infrequent in other ethnicities, affecting about 1 in
1 in 100.000 Asian-Americans and 17.000 African-
Americans.

According to a study by the John Hopkins
University, the risk of particular ethnicities carrying
the faulty CFTR gene is 1 in 29 for Caucasians; 1
in 46 for Hispanics; 1 in 65 for African Americans;
and 1 in 90 for Asians. Thus, it is clear that given
information and resources on the genetic variation
in different ethnic populations, Caucasians remain
the most affected group.

R. Health Conditions Caused by CFTR Defects
(ClinVar_DIS):

As shown in the pie chart below, more than half
of the faults in the CFTR gene have no effect or are
not specified. However, the health condition most
clearly associated with this is Cystic Fibrosis. Pa-
tients with CF experience issues with their respira-
tory, digestive, and reproductive systems. Although
it is not shown in Figure S, most men with CF also
have a congenital bilateral absence of the vas defer-
ens (CBAVD), a condition in which the Vas Defer-
ens or the tubes that carry sperm are clogged with
mucus, effectively sterilizing most patients. Other
health conditions caused by the faulty CFTR gene
include hereditary and idiopathic pancreatitis, as
well as sweat chloride elevation without CF.

o No Effect

& Cangenital Bialiral Absonce of the Vas Deferins (CBAVD)
Cystic Fibrosis

@ Pancraaliis (Hereditary or Idiopathic)

@ Sweat Chioride Elevation withou! Cysiic Fibrosis

o Not Provided

o Not Specified

Figure 5. Frequensy of CF Occurrence (Clin Var_

DIS). A pie chart that depicts the frequency of CF

occurrence in SNP sites on the CFTR gene, along
with a plethora of other health conditions, which
include Congenital Bilateral Absence of the Vas
Deferens (CBAVD), Pancreatitis (Both hereditary

and idiopathic), and Sweat Chloride Elevation
without Cystic Fibrosis

S. SIFT Score Prediction

Single nucleotide polymorphism (SNP) studies
and random mutagenesis projects that determine
amino acid substitutions in protein-coding regions,
as each substitution can potentially affect the func-
tion of the protein. Other than that, the SIFT score
was also scrutinized during the research process. It
predicts whether an amino acid substitution will af-
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fect protein function, making it an invaluable source
for the classification of benign and deleterious effects.

A SIFT score predicts whether an amino acid
substitution affects protein function. The SIFT score
ranges from 0.0 (deleterious) to 1.0 (tolerated): In
the range from 0.0 to 0.0S, variants are considered

deleterious, where those with scores closer to 0.0
are more confidently predicted to be deleterious. In
the range from 0.0S to 1.0, variants are predicted to
be tolerated (benign), where those with scores very
close to 1.0 are more confidently predicted to be tol-
erated.

Table 3. — A chart showing the SIFT score associated with the given
health condition, revealing whether or not it is pathogenic

IFT IFT IFT
ClinVar_SIG ClinVar_DIS SIFT_ | SIFT converted | SIFT_
— — score rankscore pred
Pathogenic Cystic_fibrosis 0 0912 D
not provided\ , , _
fi x2 fi-

x2cLikely patho- Cyst}c_ brosis\x2cCystic_ 0 0.912 D

. brosis
genic
not provided\ _ _ _
x2cLikely patho- Cyst}c_ﬁbr051s\x2cCyst1c_ﬁ- 0 0.912 D

, brosis
genic
not pr0v¥ded\x2c- Cyst‘lc_ﬁbrosm\chCystlc_ﬁ- 0 0.912 D
not provided brosis
not prov%ded\x2c— Cyst}c_ﬁbros1s\x2cCyshc_ﬁ- 0 0.912 D
not provided brosis
not provided Cystic fibrosis

0.017 0.512 D
Pathogenic Cystic_fibrosis
Pathogenic Cystic fibrosis 0.004 0.654 D
other Cystic fibrosis 0 0.912 D
0.019 0.501 D

Patl'logcmc | Patho- Cyst1c_ﬁ§r051s | Hereditary 0.005 0.632 D
genic pancreatitis

@® 0-005
0.05~1

Figure 6. A pie chart showing the distribution of different SIFT
score ranges associated with the CFTR gene
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Referring to (Table 3), SNP sites whose SIFT
scores are closer to 0.0 are more likely to be con-
sidered “pathogenic” and are associated with Cys-
tic Fibrosis, CBAVD, and pancreatitis, while those
with SIFT scores closer to 1.0 are considered “not
provided.” According to Figure 6, the majority of
individuals in the dataset have a SIFT Score of

between 0 to 0.05, meaning that it is considered
pathogenic or deleterious. By summarizing infor-
mation such as that, every fault and blemish in
the CFTR gene can be accounted for accordingly,
which will allow for reliable and accurate predic-

tions.
T. CFTR Gene and Human Cancer

Figure 7. Types of Cancers Associated with SNPs in tre CTFR Gene. A pie chart showing the
types of cancers associated with SNP sites in the CFTR gene, including those that cause
multiple human cancers (two or more). “No Symptoms” was not included in the chart above

% of Cases Affected

Figure 8. CNV Distribution (Left)
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Although defective CFTR is commonly associ-
ated with CF, a common genetic disorder in the Cau-
casian population, there is accumulating evidence that
suggests the role of CFTR faults in various cancers,
particularly gastroenterological cancers such as pan-

20
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creatic cancer and colon cancer (of the large intestine).
Figure 7 (Above) does not include “No Symptoms”
due to the overwhelming majority. But common hu-
man cancers associated with the CFTR gene include
skin cancer, while the rest are similarly frequent.
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Figures 9. Cancer Distribution (Right)

Figures 8 (Left) and 9 (Right): Two bar graphs
created with data from the National Cancer Insti-
tute GDC Data Portal. (Left) CNV (Copy Num-
ber Variation) Distribution (OV: Ovarian; UCS:
Uterine; ESCA: Esophagea; STAD: Stomach Ad-
enocarcinoma; LUSC: Lung Squamous Cell Car-
cinoma; HNSC: Head-Neck Squamous Cell Carci-
noma; SKCM: Skin Cutaneous Melanoma; LUAD:
Lung Adenocarcinoma; ACC: Adrenocortical
Carcinoma; SARC: Sarcoma; CHOL: Cholangio-
carcinoma; UCEC: Uterine Corpus Endometrial
Carcinoma; BRCA: Breast Invasive Carcinoma;
LIHC: Liver Hepatocellular Carcinoma; TGCT:
Testicular Germ Cell Tumors; BLCA: Bladder Uro-
thelial Carcinoma; CESC: Cervical Squamous Cell
Carcinoma and Endocervical Adenocarcinoma;
DLBC: Lymphoid Neoplasm Diffuse Large B-cell
Lymphoma; PAAD: Pancreatic Adenocarcinoma;
LGG: Low Grade Glioma) (Right) Cancer Dis-
tribution (SKCM: Skin Cutaneous Melanoma;
UCEC: Uterine Corpus Endometrial Carcinoma;
COAD: Colon Adenocarcinoma; LUSC: Lung
Squamous Cell Carcinoma; STAD: Stomach Ad-

enocarcinoma; BLCA: Bladder Urothelial Carci-
noma; ACC: Adrenocortical Carcinoma; HNSC:
Head-Neck Squamous Cell Carcinoma; READ:
Rectum Adenocarcinoma; CESC: Cervical Squa-
mous Cell Carcinoma and Endocervical Adeno-
carcinoma; LUAD: Lung Adenocarcinoma; ESCA:
Esophagea; BRCA: Breast Invasive Carcinoma;
GBM: Glioblastoma; KIRC: Kidney Renal Clear
Cell Carcinoma; UCS: Uterine; SARC: Sarcoma;
LIHC: Liver Hepatocellular Carcinoma; PAAD:
Pancreatic Adenocarcinoma).

Copy number variation (CNV), defined as
large-scale gains and losses of DNA fragments,
forms another one of the major classes of genetic
variation. After the Human Genome Project, it be-
came clear that the human genome goes through
gains and losses of DNA material. The extent to
which CNVs are attributed to certain human af-
flictions remains unknown. However, it is an es-
tablished fact that certain cancers are associated
with heightened copy numbers of specific genes.
According to (Figure 7), ovarian cancer, uterine
cancer, and esophageal cancer each take up 25.81%,
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25%, and 20.65%, respectively of total CNV dis-
tribution. In (Figure 8), the distribution of human
cancer types caused by SNPs in the CFTR gene. It

reveals that Skin Cutaneous Melanoma (SKCM)
is the prevalent form of cancer, covering 21.75% of
affected cases.

Gene: CFTR, Transcript: ENSTO0000003084(1480 aa)
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Figure 10. Transcript of the CFTR Protein provided by the National Cancer Institute
GDC Data Portal showing the number of cases for each type of mutation.

When referring to (Figure 9), the points at which
particular strains of cancer are caused are brought up,
along with the number of cases and type of mutation
it is associated with. According to the protein tran-
script, chr 7: g.117642527C>T appears the most. It
is a synonymous mutation that involves the substi-
tution of a specific base, making up approximately
0.62% of affected cases in CFTR (7 affected cases
across the GDC). Other common cases include chr7:
g.117603609C>T (0.44%), chr7: g.117530985G>A
(0.35%), and chr7: g.117590426G>T (0.35%), all of
which are substitution mutations. By accumulating
and analyzing data on the specific type, effect, and
frequency of somatic mutations, common causes can
be identified for a more personalized and thorough
health treatment.

Discussion

Ever since the discovery of the CFTR gene more
than thirty years ago, the scientific and medical com-
munities have been trying to find ways to alter and
ultimately correct the mutations in the gene, spe-
cifically those that cause CF. Although progress was
noticeably slower in the beginning, scientific break-
throughs in the past decade have accelerated advanc-
esin gene therapy, CFTR modulator therapies, along
with other treatments. Through integrated analysis
such as this very research project, the medical com-
munity can correctly classify specific instances, func-
tional types, as well as detrimental effects of different

SNPs. This will potentially aid in the development of
treatment and therapies for disorders, cancers, and
diseases associated with the gene.

Gene therapy is the process by which the cor-
rect version of the CFTR gene is to be positioned in
a person’s cells. Although the faulted copies of the
gene still remain, the correct copy now allows cells
to produce functioning CFTR proteins.

There are three main types of gene therapy: Inte-
grating, Non-integrating, and RNA Therapy. First,
in integrating gene therapy, a portion of DNA with
the correct version of the CFTR gene is delivered to a
patient’s cells, which then stays within their genome.

Similarly, in non-integrating gene therapy, an
accurate version of the CFTR gene is delivered to
a patient’s cells. However, unlike integrating gene
therapy, this DNA remains separate from the per-
son’s genome. This way, the cell can still utilize the
new copy to make normal CFTR proteins.

Both therapies previously mentioned involve the
“donation” of DNA copies with the correct CFTR
gene to a patient’s cell, which allows it to make its
own RNA copies through transcription. But recently,
another approach has been advancing to the fore-
front of this field. It involves directly giving the cell
these RNA copies. This is known as RNA therapy.

Other than the bright future for gene therapy,
other possible paths for the treatment of CFTR- re-
lated diseases include CFTR modulator therapies.
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They are designed to correct the faulty protein pro-
duced by the CFTR gene. Due to the fact that dif-
ferent mutations bring about different faults in the
resulting protein, these treatments will only work for
patients affected by specific mutations.

There are four CFTR modulators for people with
specific mutations, including Ivacaftor (Kalydeco®),
lumacaftor/ivacaftor (Orkambi®), tezacaftor/iva-
caftor (Symdeko®), elexacaftor/tezacaftor/ivacaftor
(TrikaftaTM). With the rise of easily acceptable da-
tasets, user- friendly software programs, and a new
generation of aspiring researchers, more potential
CFTR modulators will be in circulation to address
the underlying cause of the disease in people with
other CF mutations, including this very research
project.
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Conclusion

Understanding, analyzing, and pinpointing some
of the SNP sites along with their effects, type, and in-
fluence on the CFTR gene and protein can allow us
to understand how it is correlated with diseases and
disorders such as CF, CBAVD, pancreatitis, and can-
cer. By doing so, it can open up the medical commu-
nity to more possibilities for prediction, prevention,
diagnosis, and treatment. Such possibilities would be
more specific to the needs of each individual, allow-
ing for a rise in a combined accuracy and prediction
of related health treatments.
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EFFECT OF H,S METABOLISM MODULATORS ON THE LEVEL
OF GALECTIN-3 IN AORTA, HEART AND KIDNEYS OF RATS
WITH STREPTOZOTOCIN-INDUCED DIABETES MELLITUS

Abstract. Diabetes mellitus (DM) is often comorbid with developing angiopathy, cardiomyopa-
thy and nephropathy. Immune-inflammatory activation of the endothelium, cardiac and renal fibrosis
following chronic hyperglycemia can be linked to impaired production of hydrogen sulphide (H,S)
and galectin-3. The causal relation between these factors remains disputable. Aim of the research was
to evaluate the connection between changes in H,S system and the level of galectin-3 in the blood
and tissues (aorta, heart and kidneys) of rats with streptozotocin-induced diabetes mellitus. It is
established that streptozotocin-induced diabetes mellitus is associated with the increase in galec-
tin-3, the decrease in H_S, the decrease in the activity and expression of cystathionine-y-liase (CSE)
in blood, aorta, heart and kidney. The decline in the activity of H S / CSE system is accompanied
by a significant increase in galectin-3 in blood and tissues which can accelerate the development of
diabetes-associated organ dysfunction and angiopathy.

Keywords: galectin-3, hydrogen sulfide, diabetes mellitus.

Introduction. Diabetes mellitus (DM) isaglob-  ability and mortality. According to the World Health

al medical and social problem due to its high preva-  Organization, the prevalence of diabetes in differ-
lence, early development of complications, high dis-  ent countries vary from 4% to 8% [1; 2]. Among
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severe and common complications of diabetes there
are diabetic angiopathy, cardiomyopathy and ne-
phropathy. The various pathobiochemical disorders
(glycosylation of proteins, oxidative stress, inflam-
mation, mitochondrial dysfunction) are involved in
the pathogenesis of heart, vascular and renal disease
in diabetes, among which the hyperproduction of
profibrogenic mediators takes an important place
[3; 4]. The literature analysis showed that galectin-3
is one of the sensitive biochemical marker of the de-
velopment of endothelial dysfunction, myocardial
and renal fibrosis in patients with diabetes [S; 6; 7].

Recently, the attention of scientists has been fo-
cused on the study of a biologically active molecule —
hydrogen sulfide (H,S). This molecule possesses the
properties of an antiplatelet agent, anticoagulant, va-
sodilator, regulator of insulin secretion and glucose
metabolism in the liver [3; 8; 9]. H,Sisanimportant
nephro- and cardioprotector due to its antioxidant
and anti-inflammatory activity and ability to stabilize
cell membranes [3; 8; 9; 10]. It was shown that the
use of H S donors in a streptozotocin (STZ) diabetic
model has a cardio- and renoprotective effect [3].
Disorders of hydrogen sulfide (HZS) and galectin-3
production may be potential factors in immunoin-
flammatory activation of the endothelium, myocar-
dial and renal fibrosis in the setting of chronic hyper-
glycemia, yet, the relationship between these factors
remains debatable.

Aim of the research was to evaluate the connec-
tion between changes in H,S system and the level of
galectin-3 in the blood and tissues (aorta, heart and
kidneys) of rats with streptozotocin-induced diabe-
tes mellitus.

Materials and methods. The experiments were
conducted on 40 white non-linear male rats, initial
body mass within 200-250 g, which were obtained
from the vivarium of the National Pirogov Memorial
Medical University (Vinnytsya). DM was modelled
in three animal groups (n = 10) by single intraperi-
toneal (IP) injection of streptozotocin (Sigma, USA)
which was freshly dissolved in 0.1 M citrate buffer

(pH 4.5) at 40 mg/kg of rat mass. Control rats re-
ceived IP equivalent volumes of 0,1 M citrate buffer
(0.1 ml /100 g). Substances were injected after the
animals had been deprived food for 24 hours. Two
animal groups (Group 3 and 4) from day 3 to day 28
after streptozotocin injection were injected modula-
tors of the H,S system IP once a day as freshly pre-
pared water solution at 0.1 ml per 100 g of rat mass.
A CSE inhibitor D, L-propargylglycine (PPG) (Sig-
ma, USA) was injected at 50 mg/kg, and H,S donor
NaHS (Sigma, USA) —at 3 mg/kg. The doses, routes
and duration of H S modulators’ delivery were taken
from the literature and did not cause animal mortal-
ity [11; 12; 13]. Rats of the first group (control) and
the second group after STZ-diabetes initiation were
injected IP once a day with 0.15 M NaCl (0.1 ml per
100 g rat mass). The pathology signs were polydipsia,
polyuria, and body mass loss. The rats with glycae-
mia levels >15 mmol/l were selected for the study.

All stages of experiments were carried out ac-
cording to general ethical principles approved by Eu-
ropean Convention for the Protection of Vertebrate
Animals used for Experimental and Other Scien-
tific Purposes (Strasbourg, 1986). Research proto-
cols were approved by the Committee on Bioethics
of National Pirogov Memorial Medical University
(Vinnytsya).

Whole venous blood was obtained by decapita-
tion and collected into sterile plastic Vacuette tubes
(Greiner Bio-One, Austria) without anti-coagulant
and with EDTA, when necessary. Plasma was ob-
tained by centrifugation of the whole blood at 1500
g for 25 minutes at 18-22°C, plasma aliquots were
collected into sterile plastic Eppendorf microtubes
and stored at —20° C until further use.

To determine H.S level in organs we used post-
nuclear homogenates prepared in the following way:
the myocardium and kidneys were washed with cold
1.15% KCI solution, cut up with scissors, homog-
enized in 0,01 M NaOH at the ratio of 1:5 (m/v) at
3000 rpm (teflon-glass). To 1 ml of homogenate we
added 250 microliter 50% TCA, centrifuged for 15
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minutes at 1200 g, then aliquots were collected into
Eppendorf microtubes and the H_S level was imme-
diately determined in the supernatant.

For other biochemical studies, myocardium and
kidney homogenates were prepared by the follow-
ing procedure: tissue samples were homogenized in
0.25 M sucrose, 0.01 M Tris (pH 7.4) at the ratio of
1:5 (m/v) at 3000 rpm (teflon-glass), centrifuged for
30 min at 600 g at 4°C, then aliquots were collected
into Eppendorf microtubes and stored at -20°C.

Levels of glucose in peripheral blood were mea-
sured using electronic glucometer Accu-Chek Active
(Rouche Group, Germany). Levels of galectin-3 in
blood plasma, postnuclear myocardium homogenates
and kidney were determined by immunoassay using
the Rat Galectin 3 (GAL-3) ELISA Kit (MyBiosource,
CatNe MBS2600708) according to the instruction.
Standard solution concentrations were GAL-3 0.156;
0.312;0.625; 1.25; 2.5; S; 10 ng /ml. The detection was
carried out using the STAT-FAX 303 analyser (USA)
at 450 nm (differential filter 630 nm).

Levels of H,S in aorta, myocardium and kidneys
were determined spectrophotometrically by the re-
action with N, N-dimethyl-para-phenylenediamine
sulfate in the presence of FeCl, [14]. All manipula-
tions were performed in hermetically sealed plastic
tubes to prevent losses of H_S. Sulfide ion content in
the sample was calculated using a calibrated graph.
The standards were water solutions of Na,S-9H O in
the range of 31.2-3120 uM. Optical density was mea-
sured at 670 nm in a cuvette with optical path of 1,0
cm using Apel PD-303 spectrophotometer (Japan).

Activity of the H S-synthesizing enzyme
cystathionine-y-liase (CSE, EC4.4.1.1) in the post-
nuclear supernatant of the homogenates of aorta,
myocardium and kidneys was determined by the
increase in sulfide anion as described here [15].
Activity of the CSE in the reaction of cysteine de-
sulfuration was determined in incubation medium
containing in final concentrations pyridoxal phos-
phate 1.34 mM, L-cysteine 6.0 mM, Tris-HCl buffer
0.08 M (pH 8.5). To 0.5 ml incubation medium were

added postnuclear homogenates of organs (protein
content 1-2 mg). The samples were incubated at 37°
C for 60 min in sterile hermetically sealed plastic Ep-
pendorf tubes (to prevent H,S losses). The reaction
was stopped by cooling the tubes on ice, then there
was added 0.5 ml 1% zinc acetate solution to bind
the produced H,S. The control samples were treated
similarly, for the exception that the investigated ma-
terial was added to the medium only after incubation
and cooling. The amount of H,S was determined by
the methylene blue production by a standard meth-
od [16]. To the samples were added 0.5 ml 20 mM
N, N-dimethyl-p-phenylenediamine in 7.2 M HCI,
0.4 ml 30 mM FeCl, in 1.2 M HCI, incubated for
20 min at 18-22°C, then added 1 ml1 20% TCA, cen-
trifuged for 10 min at 3000 rpm. The optical density
of the supernatant was measured at 670 nm in a cu-
vette with optical path of 1.0 cm using Apel PD-303
spectrophotometer ( Japan). Sulfide anion content in
the sample was calculated using a calibrated graph.

The expression of the CSE gene in aorta, myo-
cardium and kidneys were determined by Real-Time
PCR. Total RNA was isolated from tissues using Am-
pliSens RIBO-zol-B kit (AmpliSens, Russia). To ob-
tain cDNA a reverse transcription kit (Sintol, Russia)
was used, that included 2.5 x reaction mix, 15 U/ml
primer of oligo(dT),, S0 U/pl reverse transcriptase
MMLV-RT, § U/ul RNAase inhibitor and deionized
water free from RNases. 1-2 pug total RNA was added
to the mix.

The determination of the CSE gene expression
was done in the presence of SYBR Green I dye, using
detection amplifier DT-Light (DNK-Tekhnologia,
Russ) in the reactionary mix: 10 xbuffer for amplifica-
tion with SYBR Green I dye; 25 mM MgCl ; 2.5 mM
deoxynucleoside triphosphates; specific primers to
CSE gene (5-GCTGAGAGCCTGGGAGGATA-3),
S"TCACTGATCCCGAGGGTAGCT-3’)  and
5 U/l SynTag DNA-polymerase. S ul DNA sample
were added to the mix. The primers to the p-actin
gene: S“ACCCGCGAGTACAACCTICTI-3’ and
S“TATCGTCATCCATGGCGAACT-3" were used

31



Section 2. Medical science

as the referent gene. Amplification regime was:
94°C, 3 min, 40 cycles: - 94°C, 15 s; - 64°C, 40 s.
For data analysis, we used the Ct method: the rela-
tive level of mRNA CSE / -actin was estimated as
2°4¢ where ACt= Ct_, - Ct[%-actin’ and Ct_, is the
threshold cycle of cDNA amplification of the target
gene CSE; Ct, . - threshold cycle of cDNA ampli-
fication of the referent gene for p-actin.

Raw data were treated using universal statistical
programs MS Excel, SPSS22 for Windows, STA-
TISTICA 6,0 (license N0 AXXR910A37460SFA).
To evaluate between-group difference we used Stu-
dent’s parametric t-criterion, when the data were not
normally distributed — Mann-Whitney U-test. The
normality was evaluated using the Shapiro-Wilk test.

The correlation was evaluated after Pearson. Statisti-
cal significance was assumed at p<0.0S. Results are
given as mean and standard deviation (M+SD).

Results. It was shown that at STZ-diabetes there
is an increase in galectin-3 in blood, heart and kid-
neys by 3.5, S and S.S times, respectively (p<0.05),
compared to control (Fig. 1). Injection of propargyl-
glycine to STZ-diabetic rats caused further increase
in galectin-3 in blood, heart and kidneys of rats by
5S,77.6 and 80%, respectively (p < 0.05), compared
to untreated animals with DM. Whereas, introduc-
tion of NaHS decreased galectin-3 in blood, heart
and kidneys of STS-diabetic rats: its level was lower
by 22, 58.2 and 63.2%, respectively (p < 0.05) than
in untreated animals with DM.
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Figure 1. Effect of propargylglycine and NaHS on galectin-3 in blood, heart and kidneys of rats with
streptozotocin-induced diabetes (n=10):
* — p<0.05 compared to control; # — p<0.05 compared to untreated animals with STZ-diabetes;
& — p<0.05 compared to animals with STZ-diabetes which were given propargylglycine

Experimental DM causes decrease in H,S in
aorta, heart and kidneys by 40; 36.7 and 38.6%,
respectively (p<0.05) compared to the control

rat group (Fig. 2). The treatment of DM-rats with
propargylglycine worsen H,S deficit in aorta, heart
and kidneys - the level was lower by 34.8; 29.4 and
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33%, respectively (p<0.0S) compared to untreated
animals. On the other hand, introduction of NaHS
to rats was followed by increase in H,S in aorta, heart
and kidneys by 28.1, 23.5 and 26.5%, respectively
(p<0.0S) compared to DM-rats.
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According to the correlation analysis, under
STZ-diabetic condition in rats, H,S content in aorta,
myocardium and kidneys has statistically significant
anti-correlation with the correspondent levels of ga-
lectin-3 (r=-(0,76-0,82), p < 0.05).
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Figure 2. Effect of propargylglycine and NaHS on H,S in aorta, heart and kidneys of rats with
streptozotocin-induced diabetes (n=10):
—p<0.05 compared to the control group; # — p<0.05 compared to untreated animals with STZ-
diabetes; & — p<0.05 compared to animals with STZ-diabetes treated with propargylglycine

DM causes decrease in the activity of H_S syn-
thesis by the mean of cysteine desulfation reaction
catalyzed be CSE in aorta, heart and kidneys by 57.7;
55.1 and 56.6% respectively (p<0.05) compared to
control (Fig. 3). Propargylglycine potentiated the
DM’s negative effect on the enzymatic synthesis of
H_S: in aorta, heart and kidneys of rats there was
registered alleged reduction in CSE activity by 44.4;
35.9 and 42.4%, respectively (p<0.05) compared
to untreated DM animals. Meanwhile injection of
NaHS was followed by the opposite changes; in aor-

ta, heart and kidneys the CSE activity was 2.1, 2 and
2.2-times higher (p<0.05) than in untreated animals.

In animals with modelled DM expression of the
CSE gene was lower in aorta, heart and kidneys by
72,60.5 and 70.6% (p<0.0S), respectively, compared
to control (Fig. 4). H_,S metabolism modulators had
opposite effects on the parameter. Propargylglycine
in DM animals caused yet further depression of
this gene. At these conditions the mRNA of CSE/
B-actin in aorta, heart and kidneys was lower by 44,
29.4 and 38.5%, respectively (p<0.05), compared

33



Section 2. Medical science

to untreated animals with STZ-diabetes. The intro-
duction of NaHS, on the other hand, induced the
CSE gene expression: the mRNA of CSE / B-actin
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in aorta, heart and kidneys of rats was higher by 49,
35.3 and 42.8%, respectively (p<0.0S), compared to

untreated animals.
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Figure 3. Effect of propargylglycine and NaHS on CSE activity in aorta, heart and

kidneys in rats with STZ-induced diabetes (n=10): *

—p<0.05 compared to the control

group; # - p<0.05 compared to untreated animals with STZ-diabetes; & — p<0.05
compared to animals with STZ-diabetes which were treated with propargylglycine

Discussion. According to the obtained data, dia-
betes is accompanied by a decrease in the activity
and expression of CSE, an increase in utilization of
exogenous H S and a decrease in H_S content in the
aorta, heart and kidneys of rats. The development
of H_S deficiency in the organs of diabetic rats is
closely correlated with the level of hyperglycemia.
The obtained results are confirmed by the literature:
incubation of endothelial cells of mice in a medium
with a high glucose concentration was accompanied
by a decrease in H S [17].

Disorders of H,S metabolism in diabetes are
among the pathogenetic factors in the development
of endothelial dysfunction, cardio- and nephropathy

[3; 9]. According to the literature, the negative im-
pact oflow concentration of H S on the cardiovascu-
lar system and kidneys in diabetes is realized through
various mechanisms, including the activation of fi-
brogenesis. Nowadays it is known that the profibro-
genic effect of H S deficiency is realized through the
induction of inflammation, oxidative stress, hyper-
expression of transforming growth factor TGF-f1,
myogen-activated protein kinase MARK, matrix
metalloproteinase MMP-9 [3; 8; 9; 10].
According to our studies, in diabetes the dis-
orders of H S metabolism closely correlate with
an increase in galectin-3, another important pro-
fibrogenic mediator. The use of propargylglycine,
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an inhibitor of H,S synthesis, in diabetes deep-
ens H,S deficiency in tissues and increases galec-
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Figure 4. Effect of propargylglycine and NaHS on the expression of the CSE gene in aorta, heart and
kidneys of rats with streptozotocin-induced diabetes (n=10):
* —p<0.05 compared to control group; # — p<0.05 compared to untreated animals with STZ-
diabetes; & - p<0.05 compared to animals with STZ-diabetes that have received propargylglycine

However, how do the modulators of H,S effect
galectin-3 system, through which biological mecha-
nisms? To answer these questions, it requires further
research. Another promising area is the development
of new drugs with a stimulating effect on the H,S
system in tissues in order to provide effective correc-
tion of the endothelial dysfunction and fibrogenesis
in animal organs in diabetes.

Conclusions. Diabetes mellitus, induced by
streptozotocin, is associated with an increase in
galectin-3 in the blood, aorta, heart and kidneys, a
decrease in H_S, a decrease in the activity and expres-
sion of CSE. Inhibition of activity of the H,S / CSE
system is accompanied by a significant increase in
galectin-3 in the blood and tissues, which can accel-
erate the development of diabetes-associated organ
dysfunction and angiopathy.
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THE IMPORTANCE OF THE PSYHO-SPIRITUAL STATE
OF PATIENTS WITH NON-HODGKIN’S LYMPHOMA

Abstract. Non-Hodgkin lymphomas (NHL) are a diverse group of neoplastic disorders, the in-
cidence of which has shown a significant increase in rates over the year, worldwide, as well as in the

Republic of Moldova. Is one of the most common hematological malignancies. Due to the efhicient

treatment methods, the rate of complete remissions increased and the patient’s lifespan. The long

time of monitoring involves special attention to the quality of life, especially the psychological and

spiritual well-being of the patient with malignant lymphoma. Psycho-spiritual well-being is a subjec-

tive experience that incorporates both emotional health and meaning-in-life concerns. The psycho-
logical well-being was highlighted in the results of the GWB (Global Well Being) study group. The

information obtained from the patient, from this questionnaire, although it is subjective, counts when

making decisions in medical conduct and in the complex, subsequent recovery.

Keywords: lymphoma, well-being, quality of life.

1. Background

Non-Hodgkin lymphomas (NHL) are a diverse
group of neoplastic disorders, the incidence of which
has shown a significant increase in rates over the year,
worldwide, as well as in the Republic of Moldova
[1].Due to the efficient treatment methods, the rate
of complete remissions increased and the patient’s
life expectancy and lifespan [2; 3]. The response to
treatment and patient survival did not reflect data
about psychological and emotional well-being of the
patient with NHL [3; 4]. Psycho-spiritual well-be-
ing is a subjective experience that incorporates both
emotional health and meaning-in-life concerns [S].
Anxiety, depression, disease-related stress, coping
strategies and optimism they are risk factors, which

negatively influence the quality of life, survival and
dysfunction of patients with NHL [6]. NHL patients
experience high levels of psychological distress dur-
ingintensive and long-term diagnosis and treatment
[7; 8]. Secondary depression of the patient with on-
cological disease, is manifested by persistent depres-
sive mood. Patients have a feeling of insecurity, regret
that they got sick and no longer have the opportu-
nity to do the things, the activities they could have
done before [9]. The general clinical psychic mani-
festations of depression are: malaise, pessimism, de-
creased libido, lack of appetite, inactivity, inability to
concentrate, frequent thoughts about death, suicidal
tendencies [9]. The general somatic clinical mani-
festations of depression are: insomnia, irritability,
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weight loss [9; 10]. The anxiety of cancer patients
is manifested by: fear, fear of death, insecurity of the
disease, fear of not being able to control pain, fear of
disabilities that create dependence on others, fear of
changing appearance [9; 10].

The quality of life of a lymphoma patient can be
influenced by the choice of the type of treatment, but
also by the implementation of rehabilitation mea-
sures [8; 11].

2. Study methods

The study included 66 patients with the diagnosis
of NHL: 37 patients with aggressive NHL and 29
patients with indolent NHL, who have met the cri-
teria for inclusion in the study. The psycho-spiritual
well-being of patients with NHL was assessed on
the basis of the patient’s independent completion of
the GWB (general psychological well-being index)
questionnaire. Patients answered 18 questions with
6 answer options, which reflect 6 basic parameters:
anxiety, depression, general health, self, vitality and
wellbeing. Each answer has 6 options (0-5), both
negative and positive. This questionnaire reflects
only the patient’s subjective feelings about his own
suffering and psychological well-being. The average
time required to complete the questionnaire was ap-
proximately 7-10 minutes.

3. Results

Patients with NHL included in the study, treated
in the Hematology Department of PMSI IO (Public
Medico-Sanitary Institution Oncological Institute,
Chisinau, Republic of Moldova), had a mean age of
58.3 £ 1.3 years (32-78 years). Women accounted
for 53% (35 patients) and men —47% (31 patients).

The results of the analysis of the psychological
suffering of the NHLs patients, depending on the
age, find a severe psychological suffering at the stage
of establishing the diagnosis, regardless of age. Me-
dium stress and good psychological well-being were
more common in patients over S0 years of age (11%
and 14%, respectively).

Following the analysis of the obtained results, we
can mention the predominance of severe psychologi-

cal distress in all types of NHL with a predominance
in aggressive lymphomas (64%). Good psychologi-
cal condition predominated in patients with indolent
NHL (26%), as opposed to patients with aggressive
NHL (17%). This could be explained by the fact that
indolent NHL is characterized by slow progressive pro-
gression, prolonged lack of signs of general intoxication
that would affect the quality oflife, but aggressive NHL
has a rapid evolution, but with a high sensitivity to che-
motherapy with lasting complete remissions.

Severe psychological distress was determined
by the predominance of anxiety, depression, psy-
chological tension especially in women (73%). This
could be explained by the fact that in today’s society,
women’s roles often include family obligations, care-
giving for children and/or elderly parent and work
responsibilities as well as other roles. They may feel
a sense of failure in not being able to meet expecta-
tions for themselves and others.

I found that patients with NHL are subjected to
high levels of psychological distress during diagnosis
and treatment regardless of the degree of spread of
the tumor process. The diagnosis of NHL conditions
psycho-spiritual changes, due to discomfort, pain,
aesthetic changes, interruption of professional activ-
ity, lifestyle changes, both the patient and his family.
In patients with localized process (I and II stages)
good psychological state was manifested in 50% of
cases, and in patients with generalized process (stage
IV), in 64% of cases, severe psychological suffering
was highlighted.

4. Conclusion

Severe psycho-emotional suffering is character-
istic of all patients, regardless of age, with malignant
lymphoma at the stage of establishing the diagnosis,
especially in aggressive lymphomas (64%). Regard-
less of the morphological type of NHL (aggressive or
indolent) in 73% of cases, women developed severe
psychological stress. Good psychological well-being
was manifested in 50% of patients with stage I of
NHL, and in 64% patients in stage IV severe psycho-
logical suffering was highlighted. Assessing patient’s
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psycho-spiritual changes will allow us to individually ~ The basic goal is that we treat not only cancer, but a

select specific and nonspecific treatment behaviors.  patient with cancer.

10.

11.

References:

Buruiana S. Actualitati in studierea limfoamelor non-Hodgkin indolente. Anale stiintifice ale Universitatii
de Stat de Medicina si Farmacie “Nicolae Testemitanu”. 2013.- Vol. 3.- P. 470-477.

Monul V. The quality of life of patients with advanced cancer undergoing outpatient chemotherapy.
INFO-MED. 2016; 28(2):223-227.

Buruiana S., Robu M., Mazur-Nicorici L., Tomacinschii V., Mazur M. Assessing the quality of life in
patients with non-Hodgkin’s Lymphoma is a burden or an advantage? Archives of the Balkan Medical
Union. 2020; 55(3):418-424.

Papadopulus D. The role of well-being, spirituality and religiosity for successful aging in later life: a brief
review. Advances in aging research. 2020; 9(2). DOI: 10.4236 / aar.2020.92003.

Lin H., Bauer-Wu S. Psycho-spiritual well-being in patients with advanced cancer: an integrative review
of the literature. Journal of Clinical Nursing. 2003; 44 (1): 69-80.

David A., Nastase S. Quality of life in patients with oncological conditions and depressive-anxiety co-
morbid pathology. Quality of Life. 2012; 2(1): 45-62.

Wang Z., Li L., Shi M. et. al. Exploring correlations between positive psychological resources and symp-
toms of psychological distress among hematological cancer patients: a cross-sectional study. Psychology
Health. 2016; 21(5): 571-582.

ITomos T., Yyakosa B. OTHOIIeHHe K A€UEHHIO 1 THIIbI PearipOBAHIS Ha OOA€3HDb y OHKOAOTMYECKHX
TIAIMEeHTOB IIPU CHCTEeMHBIX MeTOAaX Tepamuu. [Icuxoaorudeckue Hayku. Hayxa u obpasosanue. 2017;
108-111.

Csaba D. Psychosocial aspects of tumor diseases. University dam of Cluj. 2015; 1-47.

Pulgar A., Alcala A., Reyes del Paso G. Psychosocial predictors of quality of life in hematological cancer.
Behavioral Medicine. 2015; 41(1). URL: https://doi.org/10.1080/08964289.2013.833083
Mansano-Schlosser T., Ceolim M. Quality of life of cancer patients during the chemotherapy period.
Texto contexto-enferm. 2013; 21(3). URL: https://www.researchgate.net/publication/338164108

39



Section 4. Life sciences

Section 4. Life sciences

https://doi.org/10.29013/ELBLS-20-4-40-46

Jiaao Bao,

George School

1690 Newtown-Langhorne Rd, Newtown, PA 18940
E-mail: baoj@georgeschool.org

Dr. Jinan Liu,

PhD, Director of Outcome Research, Merck & Co
E-mail: jliud@tulane.edu

770 Sumneytown Pike, West Point, PA 19486

PREDICTING ADOLESCENT PHYSICAL ACTIVITY:
DEVELOPMENT AND VALIDATION OF TWO PREDICTIVE MODELS

Abstract. Physical Activity plays an imperative role in adolescents’ body and mental development.
Regular physical activities can help reduce the risk of developing diseases like type II diabetes, while
being physical inactive will lead to increased risk of cardiovascular disease. For both parents and
teachers, they need to have a robust instrument to evaluate adolescents’ physical activity condition.
In this report, response data of 9.04S high school students of 14 to 17 years old from the 2017 Youth
Risk Behavior Surveillance Survey are analyzed. Several pre-processing techniques such as missing
value exclusion, and min-max scaling are applied to prepare the data set for model-building. Then a
list of selected variables including physical attributes, demographic variables, and sleeping habits are
used to develop and validate two predictive models for predicting the probability of being physical
active. The predictive models are further validated by an overall evaluation of the model, statistical
tests of individual predictors, and an assessment of relative importance of the independent variables.
The predictive models demonstrate good and similar performance. The AUC of the models are 0.724
and 0.732, respectively. The results indicate that holding more physical education (PE) class should
be the most effective way to improve adolescents’ physical activity level.

Keywords: Physical activity, Youth Risk Behavior Surveillance Survey, predictive model, logistic
regressions.

1. Introduction diseases like type II diabetes, cancer and cardiovas-
Physical activities play an unignorable role in  cular disease. For adolescents, regular exercise can
people’s daily life and have both short- and long-  help them improve cardiorespiratory fitness, build
term health benefits. Regular physical activities can  strong bones and muscles, control weight, reduce
improve health and reduce the risk of developing symptoms of anxiety and depression, and reduce
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the risk of developing health conditions such as
obesity. The consequences for physical inactivity,
according to the Centers for Disease Control and
Prevention (CDC), includes energy imbalance and
the increased risk of factors for cardiovascular dis-
ease. Therefore, for the health of the students and
children, it is important for schools, parents, and the
government to have some understanding about the
physical condition of the adolescents.

The main hypothesis of this study is that the like-
lihood that a high school student conducts regular
physical activities is related to one or more factors
such as his/her race, sex, age, weight, sleeping habit,
dietary habit, smoking, use of alcohol, use of drug,
etc. The main purpose of this study is to develop a
predictive model to detect adolescent physical activ-
ity condition. In this study, two predictive models —
logistic regression and artificial neural network are
built, and their respective performance are measured.
With the models, schools can collect survey data and
score the students’ probability of performing regular
activities. For students with higher probability of in-
activity, appropriate measures can be taken in early
stage to improve their physical condition. The pre-
dictive model can be used to help foster physically
and mentally healthy adolescents.

2. Method

2.1 Data

Using a three-stage cluster sample design, the
Youth Risk Behavior Surveillance System (herein after
referred to as YRBS dataset) is an epidemiologic sur-
veillance system established by the CDC to monitor
the prevalence of youth behaviors that most influence
health [1] for 9* through 12" grade students. YRBS is
a cross-sectional study and focuses on priority health-
risk behaviors established during youth that result in
the most significant mortality, morbidity, disability,
and social problems during both youth and adult-
hood. These include behaviors that result in uninten-
tional and intentional injuries; tobacco use; alcohol
and other drug use; sexual behaviors that resultin HIV
infection, other sexually transmitted diseases (STDs),
and unintended pregnancies; dietary behaviors; and
physical activity, plus obesity and asthma.

The dataset 0of 2017 YRBS is used to identify po-
tential associations of adolescent physical activity
and the factors including dietary behavior, drinking
behavior, smoking behavior, drug use, sleeping habit,
etc. Observations with missing data points are ex-
cluded from the analysis. After cleaning, there are
9.04S5 observations for students between 14 and 17
years old in the YRBS dataset. Alist of selected ques-
tions is shown in (Table 1).

Table 1.— Description of the selected questions

Item Question Function
1 2 3
1 How old are you? Independent Variable
2 What is your sex? Independent Variable
3 In what grade are you? Independent Variable
4 Are you Hispanic or Latino? Independent Variable
6 How tall are you without your shoes on? Independent Variable
7 How much do you weigh without your shoes on? Independent Variable
30 Have you ever tried cigarette smoking, even one or two puffs? Independent Variable
40 D1.1ring your life, on how many days have you had at least one Independent Variable
drink of alcohol?
46 During your life, how many times have you used marijuana? Independent Variable
69 | Which of the following are you trying to do about your weight? Independent Variable
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1 2 3
78 During the past 7 days, on how many days did you eat breakfast? Independent Variable
; -l

79 Du.rlng the past 7 days, on how many days were you physically Dependent Variable
active for a total of at least 60 minutes per day?

80 On an average school day, how many hours do you watch TV? Independent Variable
On an average school day, how many hours do you play video

81 or computer games or use a computer for something that is not Independent Variable
school work?

82 In an average V\.reek when you are in school, on how many days do Independent Variable
you go to physical education (PE) classes?

84 Durling the past 1% months, how many tlm‘es did you have a con- Independent Variable
cussion from playing a sport or being physically active?

88 On an average school night, how many hours of sleep do you get? | Independent Variable

2.2 Statistical Method Then each data point x; with respect to that feature

A two-stage process is involved in this statisti-
cal analysis. At stage I, techniques of missing value
exclusion, dichotomizing, and min-max scaling are
applied for better training purpose. Then a logistic
regression and an artificial neural network model
are developed with physical activity as a dependent
variable and the variables from selected questions as
independent variables. At stage II, several validation
metrics are calculated for each model to measure and
compare their relative performance.

2.2.1 Pre-processing

The data set is pre-processed in this step to
improve both the training speed and accuracy. As
most machine learning algorithms are not able to
deal with missing values, all the data points with
missing entries are excluded from training. Then
the dependent variable is dichotomized, where stu-
dents being physically active for a total of at least 60
minutes per day the week prior to the survey were
classified as physical active and the remaining as
physical inactive.

Some machine learning algorithms, such as arti-
ficial neural networks, require a specific technique
called feature scaling which transforms different fea-
tures into comparable scales for better training speed
and accuracy. For each feature, its minimum and
maximum value are first computed as x _ and x

ax”

is replaced by y, calculated as:
X=X,
v a——
Xy = X i
Finally, for training and test purposes, the YRBS
dataset is partitioned into two datasets, the training
dataset (70%) for model development, and the test
dataset (30%) for model test.
2.2.2 Logistic Regression
Logistic regression is a part of a category of statis-
tical models called generalized linear models, and it
allows one to predict a discrete outcome from a set of
variables that may be continuous, discrete, dichoto-
mous, or a combination of these. Typically, the de-
pendent variable is dichotomous, and the indepen-
dent variables are either categorical or continuous.
In logistic regression, each feature x has its specific

weight w. The net input y is calculated as follows:

ln[Lj =W, + WX, +...+W, X,
1-y

2.2.3 Artificial Neural Network

An artificial neural network is a computational
model vaguely inspired by the biological neural
networks that constitute animal brains. An artificial
neuron that receives a signal then processes it and
can signal neurons connected to it. The “signal” at a

connection is a real number, and the output of each
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neuron is computed by some non-linear function of
the sum of its inputs.

A multilayer network is an artificial neural net-
work that consists of one input layer, several hidden
layers, and one output layer. The input layer is the
first layer, the output layer is the last layer, and any
layers between them are hidden layers. The data are
passed into the input layer, processed by the hidden
layers, and finally transformed into predicted labels
in the output layer. In this study, the model has two
hidden layers.

2.3 Model Validation

Consider a two-class prediction problem, where
the outcomes are labeled either as positive or nega-
tive. There are four possible outcomes from a binary
classifier. If the outcome from a prediction is positive
and the actual value is also positive, then it is called
a true positive (TP); however, if the actual value is
negative then it is said to be a false positive (FP).
Conversely, a true negative (TN) has occurred when
both the prediction outcome and the actual value are
negative, and false negative (FN) is when the pre-
diction outcome is negative while the actual value
is positive. In this way, the true positive rate (TPR)
can be calculated as follows:

R TP
TP + FN

And the false positive rate (FPR) can be calcu-

lated as:

Fp

TN +FP
A receiver operating characteristic curve, or ROC

FPR

curve, is a graphical plot that illustrates the diagnostic
ability of a binary classifier system as its discrimina-
tion threshold is varied. The ROC curve is created by
plotting the true positive rate (TPR) against the false
positive rate (FPR) at various threshold settings. The
best possible prediction method would yield a point
in the upper left corner of the ROC space. A random
guess would give a point along a diagonal line from the
left bottom to the top right corners. Points above the
diagonal represent better than random classification
results, while points below the line represent worse
than random results. In general, ROC analysis is one
tool to select possibly optimal models and to discard
suboptimal ones independently from the class distri-
bution. Sometimes, it might be hard to identify which
algorithm performs better by directlylooking at ROC
curves. Area Under Curve (AUC) overcomes this
drawback by finding the area under the ROC curve,
making it easier to find the optimal model.

3. Results

3.1 Logistic Regression

The results of logistic regression analysis of high
school students being physically active are listed in
Table 2. From the logistic regression results, it is not
hard to find that, taking a 95% confidence level, ques-
tion 2, 3, 6, 7, 40, 78, 81, 82, 84, 88 are significant
predictors of the dependent variable.

Table 2.— Logistic regression results

Predictor (Item Number) | Estimate () | Standard Error of Estimate | Wald’s 2 p
1 2 3 4 S
1 0.32 0.29 1.11 0.27
2 0.57 0.08 7.63 <0.001
3 -0.55 0.21 -2.55 0.01
4 0.088 0.066 1.34 0.18
6 1.38 0.29 4.78 <0.001
7 -0.80 0.30 -2.69 <0.001
30 0.10 0.076 1.32 0.19
40 0.63 0.12 5.17 <0.001
46 -0.13 0.11 -1.21 0.23
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1 2 3 4 S
69 0.02 0.077 0.27 0.78
78 0.72 0.077 9.33 <0.001
80 0.15 0.093 0.16 0.87
81 -0.61 0.077 -7.95 <0.001
82 1.25 0.068 18.4 <0.001
84 0.76 0.18 4.19 <0.001
88 0.34 0.13 2.56 0.01

3.2 Artificial Neural Network

The structure of the artificial neural network is
shown in (Figure 1). The thickness of the line repre-
sents the corresponding weight.

To find the relative importance of independent
variables, Garson describes a method that can be
used to identify the relative importance of inde-
pendent variables for a single dependent variable
in an artificial neural network [2]. The relative
importance of a specific independent variable

a1 11 B1
a2 12
a3 13
g 14
a6 15
q7 16
q30 17
q40 18
q46 19
469 110
q78 111
q80 112
q81 113
q82 114
q84 115

q88 116

for the dependent variable can be determined by
identifying all weighted connections between the
nodes of interest. That is, all weights connecting
the specific input node that pass through the hid-
den layer to the dependent variable are identified.
This is repeated for all other independent vari-
ables until a list of all weights that are specific to
each independent variable is obtained [2]. Figure
2 shows the importance of each question using
Garson’s algorithm.

B2

!  ———— 01 q79_

Figure 1. Structure of the artificial neural network

3.3 Model Validation

Figure 3 displays the ROC curve for the two
models and Table 3 lists their respective AUC score.
Combining both Figure 3 and Table 3, it can be con-
cluded that both models have achieved a rather simi-

lar performance, while the artificial neural network
being slightly better than the logistic regression. Be-
sides, we can also see that both models have results
better than random guessing.
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Figure 2. The importance of each question in the artificial neural network

Table 3.— The AUC score for the two models

Algorithm AUC Score
Logistic Regression 0.724
Artificial Neural Network 0.732
E S

— IR
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False positive rate

Figure 3. The ROC curve for the logistic regres-
sion and artificial neural network

4. Discussion
The intention of this study is to build a predictive
model with the best performance and to investigate the

factors most related to adolescents’ physical activities.
Two models —alogistic regression and an artificial neu-
ral network — are built, and all of them have achieved
a similar performance. Also, using Garson’s algorithm,
we are able to ascertain that the question number 6,
82, 84 are most related to adolescents’ physical activity
level. Table 2 corroborates with this result by showing
that these questions are also significant predictors of
the dependent variable. Combining the results with
Table 1, we are able to see that in order to increase ado-
lescents’ physical activities, it will be most effective to
hold more physical education (PE) classes.

One limitation of the study is that data entries
with missing values are excluded from analyzing.
This is a timesaving but defective approach. Depend-
ing on the number of such data entries, it is possible
that we might remove too many sample points, re-
sulting in losing valuable information for the model
to learn the relationship among independent vari-
ables. For future studies, we may use more advanced
techniques such as mean value imputation or k-near-
est neighbors (kNN). The mean value imputation
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method completes missing values with the mean of  replaces missing values with the mean of k nearest
the entire feature. This is a simply but effective wayto  neighbors of that particular sample. This technique
make those entries usable by the learning algorithm.  requires more efforts but can generally achieve better
Other techniques include k-nearest neighbors, which  performance.
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Abstract. Patients with Alzheimer’s disease progressively lose their memory and thinking skills
and, eventually, the ability to carry out simple daily tasks. It is estimated that more than S million
Americans are living with Alzheimer’s disease. The disease is irreversible, but early detection and
treatment can slow down the disease progression. In this research, publicly available MRI data were
utilized to build models to predict dementia. Various machine learning models, including Logistic
Regression, K-Nearest Neighbor, Support Vector Machine, Random Forest, and Neural Network,
were developed. Data were divided into training and testing sets where training sets were used to
build the predictive model, and testing sets were used to assess the accuracy of prediction. Key risk
factors were identified, and various models were compared to come forward with the best prediction

model. Conclusions, limitations, and future research were discussed at the end of the manuscript.

Keywords: Alzheimer’s disease, Magnetic Resonance Imaging (MRI), Clinical diagnosis.

1. Introduction

Alzheimer’s disease is currently ranked as the
fourth leading cause of death in the United States,
with approximately 65,800 fatalities attributable to
the disease each year [1]. In fact, by early 2017, over
5.5 million people in the United States were diag-
nosed with Alzheimer’s [2]. In the coming years,
as more baby boomers reach and pass through old
age, the number of Alzheimer’s disease cases is ex-
pected to grow substantially [3]. In 2050, the num-
ber of Alzheimer’s patients worldwide is expected to
triple from 50 million (in 2018) to 152 million [4].
Furthermore, Alzheimer’s disease is the most com-
mon form of dementia, which refers to the sustained
deterioration of intellectual functions. About 60 to
80 percent of all dementia cases can be attributed to
Alzheimer’s [2].

Alzheimer’s disease is caused by the degenera-
tion and eventual death of a large number of neu-
rons in several areas of the brain. Alzheimer’sis a very

gradual disease, and it starts with short-term memo-
ry loss, followed by the progressive loss of memory
and cognitive and intellectual functions. This even-
tually leads to deterioration of physical functioning
and incapacitation [1].

Despite the prevalence of Alzheimer’s, especially
among the elderly population, diagnosis for Alzheim-
er’s remains a major challenge. Diagnosing Alzheim-
er’s conclusively requires either an autopsy or brain
biopsy [3]. However, autopsies can only be done after
a patient’s death, while brain biopsies are generally re-
garded as a procedure oflast resort since they are cost-
ly, difficult to execute, and lengthy. Thus, most patients
diagnosed with Alzheimer’s are diagnosed through
clinical diagnosis [7]. Studies have shown that com-
munity doctors in rural areas are only about 50 to 60
percent accurate in clinically diagnosing Alzheimer’s
[5]. According to researchers from Keenan Research
Center for Biomedical Science at St. Michael’s Hos-
pital, among more than 1.000 people listed in the
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National Alzheimer’s Coordinating Center database,
only 78% of the patients were accurately diagnosed by
doctors [6]. One of the main reasons for inaccuracy of
clinical diagnosis for Alzheimer’s disease is that there
are many other diseases with similar symptoms, like
Parkinson’s disease, diffuse white matter disease, and
alcohol-associated dementia [1].

Although Alzheimer’s disease is irreversible, an
early, accurate diagnosis can help doctor’s devise effec-
tive strategies to manage symptoms and plan forlong-
term care. Since treatment and care can influence how
long one survives with Alzheimer’s, patients who get
diagnosed and treated at an early stage can potentially
live longer and experience slower memory deteriora-
tion than those who begin later treatment [ 1]. In addi-
tion, an early diagnosis can significantly reduce treat-
ment cost, since patients who begin treatment earlier
routinely have access to more affordable options [4].

The goal of this study is to create a machine learn-
ing model that can accurately diagnose Alzheimer’s
based on a patient’s demographic and clinical data
including magnetic resonance imaging (MRI) data.
This model would allow physicians or nurses to di-
agnose patients accurately, without a brain biopsy. A
machine learning model for diagnosing Alzheimer’s
will help patients at the early stages of Alzheimer’s
get better care and timely treatment. As a result, an
effective model could potentially allow patients to
live longer with slower memory impairment.

2. Data

2.1 Overview of Data

The Open Access Series of Imaging Studies (OA-
SIS) data set of Longitudinal MRI in Nondemented
and Demented Older Adults consists of 150 distinct
individuals, ranging from 60 to 96 years old, as well
as data from 373 MRI imaging sessions. These in-
dividuals were selected from a larger pool who par-
ticipated in MRI studies at Washington University.
Each individual had at least two visits, separated by
at least a year, during which MRI and clinical data
were obtained. Based on the Clinical Dementia
Rating (CDR) scale, participants were classified as

nondemented, demented, or converted (from non-
demented to demented).

CDR is a dementia-staging tool that uses six do-
mains to rate subjects for cognitive impairment. The
six domains include memory, orientation, judgment
and problem solving, role in community affairs, home
and hobbies, and personal care. The CDR scale is from
0 to 3. The numbers equate to the following diagnoses:
non-dementia (0), very mild/questionable dementia
(0.5), mild dementia (1), moderate dementia (2), and
severe dementia (3). Individuals who had a CDR of
0 for all visits were categorized as nondemented. In-
dividuals who had a CDR of 0.5 or higher for all visits
were categorized as demented. Individuals who had
a CDR of 0 on the initial visit and a CDR of at least
0.5 on any subsequent visits were categorized as con-
verted. Of the 150 individuals in the data set, only 14
individuals were categorized as converted.

For each visit, MRI biomarkers, clinical data, and
demographic data were collected, including estimated
total intracranial volume (eTIV), normalized whole
brain volume (nWBYV), atlas scaling factor (ASF), Mini
Mental State Examination (MMSE) result, age, gender,
socioeconomic status, and years of education received.
This study uses machine learning models to predict ei-
ther demented (indicating the patient has Alzheimer’s)
or nondemented (indicating that the patient does not
have Alzheimer’s) based on the MRI, clinical, and de-
mographic data obtained on each visit [8].

2.2 MRI Data

MRI produces detailed images of the brain by us-
ing radio waves and a strong magnetic field. Although
it does not provide a definitive diagnosis, MRI-based
measures of the brain have been regarded as valid mark-
ers indicating Alzheimer’s progression. MRI can also
help diagnose diseases that are commonly mistaken
for Alzheimer’s due similarity in symptoms [9]. Rather
than using the raw image data from the MRI scan, the
machine learning models in this study use biomarkers
from the MRI data, such as €TTV, nWBV, and ASF.

The estimated total intracranial volume (eTIV) is
the volume of the cranial cavity (the space inside the
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skull) taken from an MRI. It is a standard measure
that is used to correct for head size variation across
subjects in brain studies, including Alzheimer’ s-re-
lated studies [10]. In the data set used in this study,
€TTV was estimated using the software FreeSurfer
and was calculated by dividing a predetermined con-
stant by the atlas scaling factor (ASF), the value that
the MRI image is scaled by to align to the MNI305
head atlas, a brain mapping template for MRI scans.
Thus, ASF is directly proportional to eTTV [8]. Since
they are directly proportional to each other (high
collinearity), only ¢TIV will be used in this study to
train and test the machine learning models.

Normalized whole-brain volume (nWBV) refers
to the proportion of tissue in the brain volume. In the
data set, "\WBV was evaluated using the FAST pro-
gram. First, the MRI image was segmented to classify
brain tissue as cerebral spinal fluid, gray matter, or
white matter. The segmentation procedure assigned
voxels (which are essentially 3D pixels) to the tissue
classes using the Markov random field model. The
nWBYV was then evaluated as the proportion of all
voxels categorized as tissue. Previous studies have
shown that nWBYV atrophies at a much greater rate
in patients with early Alzheimer’s [13].

2.3 Cognitive Assessment Data

Each patient in this study received a Mini Men-
tal State Examination (MMSE). MMSE is the most
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Demented

widely used assessment for the evaluation of an in-
dividual’s cognitive state. MMSE is a questionnaire
that takes about S to 10 minutes to complete, which
makes it a fast and easy way to evaluate cognitive
state. MMSE is based on a 30-point score. A lower
score indicates a greater degree of cognitive impair-
ment. A score between 20 to 24 is associated with
mild dementia, 13 to 20 is associated with mod-
erate dementia, and below 12 is associated with
severe dementia. MMSE tests six different aspects
of cognitive ability applicable to Alzheimer’s, in-
cluding orientation of time and place, short-term
memory recall, immediate recall, language, simple
math calculation ability, and the ability to create a
simple figure. In other words, MMSE tests various,
everyday mental skills [11].

2.4 Exploratory Data Analysis

In the OASIS data set of Longitudinal MRI in
Nondemented and Demented Older Adults, there
are 150 individual participants who are categorized as
demented, nondemented, or converted. Since the ma-
chine learning models in this study will be designed
to predict either demented or nondemented (binary
outcome), the first visit of each converted participant
will be classified as nondemented and the last visit of
each converted patient will be classified as demented.
For converted patients, intermediate visits (only 9 vis-
its out of 373) are disregarded from the data.

1
Mondemented

Dementia Status

Figure 1. Count of Demented and Nondemented Visit
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In addition, there are two subjects with two
visits having missing MMSE data. These 2 visits
will also be disregarded from the data in this study.
Figure 1 provides a histogram representing the
number of visits that are categorized as demented
and nondemented. There are 158 visits categorized
as demented and 204 visits categorized as nonde-
mented.

MMSE is a cognitive assessment that is used to
measure an individual’s cognitive impairment. Lower
scores of MMSE indicate higher degrees of cognitive

impairment. Figure 2 clearly shows that demented
individuals tend to have lower MMSE scores than
nondemented individuals. The median MMSE for
nondemented individuals, 29, is approximately
11.5% higher than the median MMSE for demented
individuals, 26. Furthermore, the first quartile MMSE
for nondemented individuals, 29, is approximately
32% higher than the first quartile MMSE for
dementia individuals, 22. Demented subjects have a
large variation in MMSE scores compared with non-
demented subjects in (Figure 2).

Mondemented

Dementia Status

Figure 2. Boxplot of MMSE by Dementia Status
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Figure 3. Boxplot of nWBV by Dementia Status

nWBYV is calculated as the proportion of tissue
in the brain volume. In this data set, nondemented
individuals had a median nWBYV of 0.7390, which

is approximately 3% higher than the median nWBV
for demented individuals, 0.711. As seen in Figure
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3, nondemented individuals generally had higher
nWBYV than demented individuals.

In addition to clinical data, the machine learning
models in this study also use demographic data to
help diagnose Alzheimer’s. In the data set used in this
study, years of education correlate with the status of

20-

18-

Years of Education

Demented

dementia. Individuals with more years of educations
were less likely to be categorized as demented. As
shown in Figure 4, the median years of education
for nondemented individuals, 16, was 19% higher
than the median years of education for demented
individuals, 13.5.

Mondemented

Dementia Status

Figure 4. Boxplot of Yeas of Education by dementia Status
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Figure 5. Correlogram of continuous Variables

Among all the numerical continuous variables
used in this study, a correlogram was created, as
shown in Figure S. A correlation of 0 indicates that
there is no correlation between the variables. Cor-
relations greater than 0 indicate positive correlations,
while correlations closer to 1 indicate higher degrees

of positive correlation. Correlations less than 0 indi-
cate negative correlations, while correlations closer
to —1 indicate higher degrees of negative correlation.
In this data set, "(WBV and MMSE have a positive
correlation of 0.4, and age and nWBV have a negative
correlation of —0.5. MMSE and Years of Education,
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as well as €TTV and Years of Education both exhibit
slight positive correlations of 0.2. Finally, ntWBV and
€TIV have a slight negative correlation of 0.2. Other
relationships between the continuous variables have
little correlation in Figure S.

3. Machine Learning Models

3.1 Logistic Regression

Logistic regression is one of the most widely
used machine learning algorithms for solving a clas-
sification problem. It is used to predict the proba-
bility of a particular outcome, given a set of inde-
pendent variables, which can be continuous,
discrete, dichotomous, or a combination of these.
In this study, the dependent variable used in the
logistic regression model is the probability of de-
mentia, and the independent variables include
years of education, age, gender, €TIV, nWBYV, and
MMSE. Logistic regression is modeled by the equa-
tion below, where P - is the probability of demen-
tia, B, is the intercept, B, through B, are the re-

gression coeflicients, and x, through x are the
independent variables.

P
lnﬁ = ﬁo + ﬁlxl +"'ﬂnxn (1)

The left side of the equation is referred to as “the
logit” The interpretation of the coefficients describes
the independent variable’s effect on the logit, rather
than directly on the probability P. To facilitate inter-
pretation, e”", a transformation of the original re-
gression coeflicient f,, can be derived and inter-
preted as follows:

If e”">1, P/(1-P) increases.
If e’">1,P/(1-P) decreases.
If e’ >1,P/(1-P) stays the same.

To build the logistic regression model for this
study, 60% of the data were randomly chosen for
model development (204 observations), while the
remaining 40% of the data (158 observations) were
used to test the model. The results of the logistic
regression analyses are displayed in (Table 1).

Table 1. — Logistic Regression Analyses of Clinical MRI Data

Predictor Estimate () | Standard Error P Odds Ratio (Exp(B))
Intercept 80.1293 15.2464 <0.001 NA

nWBV -31.1353 9.8578 0.0016 3.007e-14
eTIV -0.0038 0.0018 0.0341 0.9962

Age -0.1200 0.0451 0.0079 0.8869
MMSE -1.3874 0.2386 <0.001 0.2497

Years of Education -0.2594 0.0959 0.0068 0.771S
Gender 1.4993 0.6039 0.013 4.4785

Above, the “Estimate” refers to the coefhicient §.
Pvalues under 0.05 indicate that the predictor is sta-
tistically significant; lower P values indicate higher
statistical significance. Thus, in this particular model,
every predictors is considered statistically signifi-
cant. The Odds Ratio is obtained by evaluating the
natural exponential of . According to the logistic
analysis results listed in Figure 7, at a significance
level of 0.0S, the predictive model for Alzheimer’s
diagnosis is:

Predicted logit of dementia = 80.1293-31.1353 x
xnWBV -0.0038 x eTIV-0.1200 x Age —1.3874 x

X MMSE - 0.2594 x Years of Education + 1.4993 x
xGender

The coeflicients of the parameters were inter-

preted as follows. At the significance level of 0.05:

«  On average, controlling other variables, for
1 unit increase in nWBYV, the odds of being
demented is decreased by nearly 100%.

« On average, controlling other variables, for 1
unit increase in €TTV, the odds of being de-
mented is decreased by 0.38%.

«  On average, controlling other variables, for
1 year increase in age, the odds of being de-
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mented is decreased by 11.31%. (Note that
all ages are between 60 and 96.)

«  On average, controlling other variables, for
1 unit increase in MMSE, the odds of being
demented is decreased by 75.03%.

« Onaverage, controlling other variables, for 1
year increase in Years of Education, the odds
of being demented is decreased by 22.85%.

« On average, controlling other variables, fe-
male subjects are 347.85% more likely to be
demented.

The model indicates that nWBYV, €TIV, age,
MMSE, years of education, and gender are sig-
nificant predictors of Alzheimer’s. Having a higher
nWBYV and being female increases the odds of being
demented, whereas having a higher eTTV, a higher
age, a higher MMSE score, and more years of educa-
tion decreases the odds of being demented. In this

particular model, it seems that an increase in age de-
creases the odds of being demented, which is con-
tradictory to the general association that being older
is correlated with a higher risk of Alzheimer’s. This
could be just a coincidence of the individuals who
participated in the data set.

After the logistic regression model was analyzed,
the model was tested with the testing data, which
contained 158 observations. Of the 158 observa-
tions, 114 observations were of nondemented indi-
viduals, and 54 observations were of demented indi-
viduals. As shown in the confusion matrix (Table 2),
43 of the 54 observations of demented individuals
were accurately predicted, resulting in a sensitivity of
79.63%. 94 of the 114 observations of nondemented
individuals were accurately predicted, resulting in a
90.38% specificity. The overall accuracy rate of the
logistic regression model is 86.71%.

Table 2. — Confusion Matrix of Logistic Regression Model Test

Actual Diagnosis | Predicted as Demented | Predicted as Nondemented % Correct
Demented 43 11 79.63%
Nondemented 10 94 90.38%

Overall% Correct: 86.71%

2 - shows the sensitivity, or the proportion of observa-
© ] tions that are actually nondemented that are cor-

> o rectly predicted as nondemented.

% = 3.2 K Nearest Neighbor

& 3 K Nearest Neighbor (KNN) is a supervised ma-
. chine learning algorithm that classifies a new data
- point based on its neighboring data points’ features.
o

| | | | | |
10 08 06 04 02 00

Specificity
Figure 6. ROC Curve for Logistic
Regression Model
In addition to a confusion matrix, an ROC curve
plot (Figure 6) was created to visualize the perfor-
mance of the logistic regression model on the test-
ing data. The X axis shows the specificity or the pro-
portion of observations that are actually demented
that are correctly predicted as demented. The Y axis

KNN is a lazy algorithm, which means it memorizes
the training data set rather than learning a discrimi-
native function from the training data. It is also a
non-parametric model, which means that it doesn’t
make any assumptions about the data set, thus mak-
ing it more effective at handling real world data.

In this study, a KNN algorithm is used to deter-
mine whether an individual is demented based on in-
dependent variables, including the individual’s years
of education, age, gender, €TTV, nWBYV, and MMSE.
Each visit in the data set is considered a data point,
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and each data point is plotted in n-dimensional space
(where 7 is the number of independent variables),
with the value of each independent variable being
the value of a particular coordinate. Each data point
is also categorized in a class, either demented or non-
demented.

A KNN algorithm determines what class a new
data point is by finding what class the majority of
the K nearest data points are. The proximity between
data points is calculated by using the Euclidean dis-
tance formula. As shown below, in the Euclidean
distance formula, g, through g_are the independent
variables for data point g. Likewise, p, through p are
the independent variables for data point p. The dis-
tance between data points g and p is given by Equa-
tion 2 below.

=3 @-p) @)

The independent variables in the data set used in
this study have different magnitudes. For example,

MMSE is calculated as a whole number between 1
and 30, whereas nWBV is a decimal number between
0 and 1. Thus, the data is normalized in order to cre-
ate alevel playing field for all the variables in the data
set. Below is the formula used for normalizing values
in the data set, where v is the original value, max is
the maximum of the values, min is the minimum of
the values, and ¢ is the normalized value given by
Equation 3 below. '
v —min
t=—— (3)

max— min

After normalization, all the transformed values
were between 0 and 1. 60% of the data set of trans-
formed values (217 observations) was randomly cho-
sen for model development, and the remaining 40%
of the data set (145 observations) was used to test the
model. In order to optimize the accuracy of the KNN
model, all possible values of K (from 1 to 216) were
tested. Below is an accuracy plot showing the accuracy
of the KNN model for values of K from 1 to 216.
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Figure 7. Accuracy Plot of KNN Algorithm

As shown in (Figure 7), the K value with the
highest accuracy is 1. Thus, obtaining a new data
point’s class based on the class of its nearest data
point yields the highest accuracy rate. A confusion
matrix of the testing data tested with a KNN model
with K value of 1 is shown in (Table 3). Of the 145
observations in the testing data, 87 observations
were of nondemented individuals, and 58 obser-
vations were of demented individuals. As shown
below, 50 of the 58 observations of demented in-
dividuals were accurately predicted, resulting in

a 86.21% sensitivity. 71 of the 87 observations of
nondemented individuals were accurately predict-
ed, resulting in a 91.61% specificity. The overall ac-
curacy rate of the KNN model with K value of 1 is
83.45%.

Like the logistic regression model, the perfor-
mance of the KNN Model with K value of 1 can be
visualized in a ROC curve plot, in which the x axis
shows specificity and the y axis shows sensitivity, as
shown in (Figure 8).
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Table 3.— Confusion Matrix of KNN Model with K Value of 1

Actual Class Predicted Demented |Predicted Nondemented % Correct
Demented S0 8 86.21%
Nondemented 16 71 81.61%

Overall% Correct is 83.45%
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Figure 8. ROC Curve of KNN Model with K Value of 1

3.3 Support Vector Machine

A Support Vector Machine (SVM) is a supervised
machine learning algorithm that is commonly used
in classification models. In this study, SVM is used to
classify individuals as either demented or nondement-
ed based on independent variables, including the indi-
vidual’s years of education, age, gender, ¢TIV, n(WBYV,
and MMSE. Each observation in the data set is plotted
asapoint in n-dimensional space (where n is the num-
ber of independent variables), with the value of each
variable being the value of a particular coordinate.
Each data point is also categorized as a class (which is
the dependent variable being predicted), demented
or nondemented. Classification is then performed
by finding the hyperplane (a subspace whose dimen-
sionisn - 1) that segregates the classes (demented and
nondemented) in the best possible way.

If the training data is linearly separable, a hyper-
plane can be selected that best separates the two
classes of data so that the distance (calculated by
the Euclidean distance formula) between the hyper-
plane’s two nearest distinct data points (known as
the margin) is as large as possible. This is known as

“hard-margin classification”, in which no data points
are allowed inside the margin. This type of classifica-
tion is too stringent and sensitive to outliers. On the
other hand, “soft-margin classification” allows cer-
tain data points to be inside the margin. The ¢ value
is used to tune how many data points are allowed
inside the margin. If there are too many data points
in the margin, the margin is too simple and does not
adequately capture the underlying structure of the
data. However, if there are too few or no data points
in the margin, the separation may be influenced too
greatly by the noise of the training data. Although the
separation might be optimal from the training data,
it would generalize poorly. As a result, the separation
would be suboptimal for unseen data (eg. the testing
data). The c value is defined as the weight of how
much the samples inside the margin contribute to
the overall value. With a low ¢ value, samples inside
the margins are penalized less than with a higher c.
In other words, a lower ¢ value allows for more data
points in the margin than a higher ¢ value. With a ¢
value of 0, samples inside the margin are not penal-
ized at all. An infinite ¢ value is essentially hard mar-
gin classification, where no data points are allowed
in the margin.

Like in previous models, 60% of the data (217
observations) was chosen for model development,
and the remaining 40% of the data (14S observa-
tions) was used for testing the model. Multiple
SVM models were created using the training data,
with the following ¢ values: 0, 0.01, 0.05, 0.1, 0.25,
0.5,0.75, 1, 1.25, 1.5, 1.7, and 2. The accuracy of
each c value was evaluated using 10 fold cross-sam-
pling validation, in which 90% of the training data
was randomly selected and used to train the model,
while the remaining 10% of the training data was
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used to validate the model. Note that this is not
the final accuracy of the model, which will later be
evaluated based on the model’s performance on the
testing data (40% of the original data). (Figure 9)
shows the accuracy for each ¢ value.
| | | |
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Figure 9. Accuracy of SVM Based on C Value

As shown in Figure 9, the c value with the high-
estaccuracyis 1.5. The SVM model with ¢ value 1.5
was then tested with the testing data (40% of the
original data).

Table 4 below provides a confusion matrix indi-
cating the performance of the model on the testing
data. Of the 67 demented individuals, 54 were cor-
rectly predicted as demented, resulting in a sensitivi-
ty 0f 80.60%. Of the 78 nondemented individuals, 73
were correctly predicted as nondemented, resulting
in a sensitivity 0of 93.59%. Overall, there was 87.59%
accuracy when the SVM model with ¢ value of 1.5
was evaluated using the testing data.

Table 4.— Confusion Matrix of SVM Model with ¢ value of 1.5

Actual Class Predicted Demented Predicted Nondemented % Correct
Demented 54 13 80.60%
Nondemented S 73 93.59%

Overall Accuracy: 87.59%

Like previous models, the performance of the
SVM model with ¢ value of 1 can be visualized in a
ROC curve plot. The x axis shows specificity, and the
y axis shows sensitivity (Figure 10).
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Figure 10. ROC Plot of SVM Model with
cvalueof 1.5

3.4 Random Forest

The random forest algorithm is a supervised ma-
chine learning algorithm primarily used for classi-
fication. In this study, the random forest algorithm
is used to classify individuals as demented or non-

demented based on indepedent variables, including
the individual’s years of education, age, gender, €TTV,
nWBYV, and MMSE. Essentially, the random forest
algorithm builds multiple decision trees (called a for-
est) and combines them to produce an accurate and
stable prediction.

A decision tree is a tree-like model of decisions
and their possible consequences. Each node in a
decision tree represents a “test” on an independent
variable (eg. a person’s MMSE score is under 27),
and each branch represents the result of the test.
Each branch connects from the parent node (the
node containing the test) to one of its child nodes,
which either contains another test or is a leaf node.
The leaf nodes (nodes without child nodes) rep-
resent the final classification result (in this study,
demented or nondemented). In a decision tree, a
decision is made by starting from the root node
(the node without parent nodes) and descending
until a leaf node, which contains the final decision,
is reached. A decision tree can also be referred to
as a “tree”
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The random forest algorithm contains a large
number of decision trees that operate as an ensemble.
Each individual tree generates a decision containing
the class prediction (in this study, demented or non-
demented), and the most popular class prediction
among all the trees is used as the final prediction of
the algorithm.

Before creating the random forest model, 60% of
the data (217 observations) was chosen for model
development (referred to as training data), and the
remaining 40% of the data (145 observations) was
used for testing the model.

The first step in creating a random forest model
is to create a bootstrapped data set. To create a boot-
strapped data set, observations from the training data
set were randomly selected. Note that observations in
the bootstrapped data set can be repeated if selected
multiple times. The second step is to build a decision
tree based on the bootstrapped data set. Steps 1 and 2
are then repeated for each decision tree in the random
forest model. Note that one third of the training data

are left out of the bootstrap samples and are therefore
not used to construct the trees. In this study, exactly
2.001 decision trees were built for the random forest
model. Each decision tree was constructed using two
independent variables, which were selected at random
from the total of six independent variables.

Figure 11 shows the Out-of-bag (OOB) error
and misclassification error rates for each indepen-
dent variable based on the number of trees in the
random forest model. The OOB error is a way of
validating the random forest model. A higher OOB
error indicates a higher prediction error. The misclas-
sification error rate refers to the proportion of trees
that misclassify a particular class. The OOB error and
misclassification error rates are estimated using the
one-third of the training data not used in the boot-
strapping samples to test the model. The black color
represents the OOB error, the red color represents
the misclassification error for demented individuals,
and the green color represents the misclassification
error for nondemented individuals.
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Figure 11. OOB and Misclassification Error Based on Number of Trees in Random Forest Model

As shown in Figure 11, once roughly 1,000 trees
have been generated, the OOB and misclassifica-
tion error rates stay relatively constant. In other
words, once there are 1.000 trees in the random
forest model, increasing the number of trees in the
model does little to reduce the error rates. Figure
12 shows the mean decrease accuracy and mean
decrease GINI Impurity (GINI) for each of the in-

dependent variables. The mean decrease accuracy
estimates the loss in prediction performance when
a particular variable is dropped from the training
data. A higher mean decrease accuracy indicates
greater loss in prediction performance when a vari-
able is omitted.

The mean decrease GINI measures the variable’s
importance for estimating whether an individual is
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demented or nondemented. An independent vari-
able’s mean decrease GINI is based on the average
decrease of the impurity of nodes that test the in-
dependent variable. A node’s impurity is the prob-
ability of obtaining two different decisions in each
of the node’s subtrees (trees that are children of the
node). For example, if each subtree both have a 50—

MMSE o
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eTlv o

Age o
T T T T 1
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50 chance of outputting demented or nondemented,
this indicates that the node has high impurity. How-
ever, if one subtree mostly outputs demented while
the other subtree mostly outputs nondemented, the
node has low impurity. Variables with lower mean
impurity among nodes testing that variable have a
higher mean decrease GINI.
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Figure 12. Mean Decrease Accuracy and Mean Decrease GINI of
Independent Variables in Random Forest Model

Mean decrease accuracy and mean decrease GINI
both measure the importance of each variable to the
model. Higher values of mean decrease accuracy and
mean decrease GINI both indicate that the variable
is more important to the model. As shown in (Figure
12), MMSE was overwhelmingly the most important
independent variable to the model in both the mean
decrease accuracy and mean decrease GINI plots.
Gender (referred to as MLF in Figure 12) has the sec-
ond-highest mean decrease accuracy but the lowest
mean decrease GINL Years of Education (referred to
as EDUC in Figure 12) has the third highest mean de-
crease accuracy but the second lowest mean decrease
GINIL nWBYV has the fourth highest mean decrease ac-
curacy and the second highest mean decrease GINI.
€TTV has the second lowest mean decrease accuracy
but the third highest mean decrease GINI. Lastly, based

on mean decrease accuracy, age is the least important
variable, but based on mean decrease GINT], it is still
more important than years of education and gender.
Overall, although the importance of gender, years of
education,"\WBYV, €TV, and age varies based on mean
decrease accuracy and mean decrease GINIL, MMSE
remains by far the model's most important variable.
Once the random forest model was developed, it
was then evaluated using the testing data set. A confu-
sion matrix (see Table 5) was created to analyze the
performance of the model. Of the 64 demented in-
dividuals, 54 were correctly predicted as demented,
resulting in a sensitivity of 84.38%. Of the 81 non-
demented individuals, 77 were correctly predicted
as nondemented, resulting in a sensitivity of 95.06%.
Overall, there was 90.34% accuracy when the random
forest model was evaluated with the testing data.

Table 5.— Confusion Matrix of Random Forest Model

Actual Class Predicted Demented Predicted Nondemented % Correct
Demented 54 10 84.38%
Nondemented 4 77 95.06%

Overall Accuracy: 90.34%
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Like previous models, the performance of the
random forest model can be visualized in a ROC
curve plot. The x axis shows specificity, and the y
axis shows sensitivity (Figure 13).
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Figure 13. ROC Plot of Random Forest Model

3.5 Neural Network

Finally, the last machine learning method used in
this study is a neural network. In this study, neural
networks are multi-layer networks of neurons that
are used to classify demented or nondemented in-
dividuals based on clinical and demographic inde-
pendent variables. Every neural network has an input
layer, at least one hidden layer, and an output layer.
The input layer, the first layer, takes inputs based on
the existing data. In this study, the input layer takes in
the attributes for these independent variables: years
of education, age, gender, eTIV, n(WBV, and MMSE.
The nodes in the hidden layer receive inputs from
the input layer nodes, perform some computation,
and then provide the output to the output layer. The
output layer node contains the prediction of whether
the individual is demented or nondemented based
on the original input attributes.

Each of the nodes of each layer links to the nodes
of the next layer through connections. Each connec-
tion has a weight, and each neuron (another term
for node) has a bias and an activation function. The
output of each node in the hidden layers and output
layer can be represented by the following method.
Let x, through x. represent the input values of each
node in the input layer. Let w, through w. represent

the weights of each connection going to the current
node. Let m represent the number of connections
that go from the activated nodes of the prior layer
to the current node (or the number of nodes in the
input layer if the prior layer is the input layer). Let b
represent the bias of the current node. Below is the
equation to obtain the result z for a particular node.
Note that z is not the final output of the node.

z= Zizlwixi +b (4)

After obtaining z, the final output of the node is

simply determined by the activation function. In this

study, the sigmoid function is used as the activation

function. Below is the sigmoid function, where f (Z)
the final output of the node with result z.

flz)=—— (s)
1+e

The output layer node has an output f(z) thatis
avalue between Oand 1.If f(z) > 0.5, the final output
of the neural network is 1, indicating that the indi-
vidual is demented. If f(z) > 0.5, the final output of
the neural network is 0, indicating that the individ-
ual is nondemented.

As in previous models, the data was randomly
split into a training data set (containing 217 obser-
vations) and a testing data set (containing 14S ob-
servations). Before creating the neural network, the
data was normalized in order to create a level playing
field for all variables. Without data normalization,
an independent variable may have a large impact on
the dependent variable because of its scale, rather
than its actual importance. The min-max normaliza-
tion technique was used to normalize the data in this
study, which was described in section 3.2.

Initially, each connection in the neural network
was assigned random weights. For each observation,
the input values were inputted into the input layer
of the neural network and the final output was cal-
culated. This is known as forward propagation. For
each observation, after the forward propagation,
backward propagation (which is essentially rein-
forcement learning) is used to modify the weights
and biases in order to minimize the cost function.
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Backward propagation starts from the output layers
and moves through the model until it reaches the
starting layer. In backward propagation, the error at-
tributable to each neuron (as determined by the cost
function), is calculated, starting from the layer clos-
est to the output all the way back to the starting layer
of the model. The cost function used in this study is
cross-entropy, as shown below. Note that the cost
function is calculated for each neuron. C represents
the cost, in which the closer Cis to 0, the closer the
neuron’s output is to the desired output for the neu-
ral network. X is the sum of all the input values. N
is the total number of input nodes. y is the desired
output for the particular neuron. 4 is the actual final
output of the particular neuron.

MMSE

A e

eTlv

=Y .

nWBV

L

c=—1X[yIna+1-pni-a)]  (6)

Once the :rror attributable to each neuron is
calculated, the bias and weight of the activated neu-
rons are tweaked by the backpropagation process in
a way that minimizes the overall cost function for
each neuron.

Once forward propagation and backward propa-
gation is completed for each of the observations in
the training data, the neural network training is com-
plete. In this study, neural networks of one hidden
layer neuron and two hidden layer neurons were cre-
ated. Below is a diagram representing the first neural
network created, which contained only one hidden
layer neuron.

-23.49556

Error: 70.010461 Steps: 3437
Figure 14. Plot of Neural Network with 1 Hidden Layer Node

Above, the black lines represent the connec-
tions between the nodes. A number, representing
the weight, is assigned to each connection. The blue
numbers indicate the bias of the particular neuron.
It took the neural network 3,437 steps to converge,
or reach a state in which the neural network has
learned to properly predict an individual’s dementia
state with some margin of error. Below is a plot of the
generalized weights with respect to each indepen-
dent variable for the neural network with 1 hidden
layer node.

“EDUC” and “MLF” refer to years of education
and gender respectively.

In Figure 1§, the distribution of generalized
weights suggests that all the independent variables
appear to have a nonlinear effect since the variance
of their generalized weights is overall greater than
one. The second neural network created in this study
uses two hidden layer nodes. It uses the same acti-
vation function and cost function as the first neural
network. Figure 16 shows a diagram representing the
weights and biases of the neural network with two
hidden layer nodes.
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Figure 15. Plot of Generalized Weights with Respect to each Independent
Variable for Neural Network with 1 Hidden Layer Node

Like in (Figure 14), the black lines represent the
connections between the nodes, whereas the blue
numbers indicate the bias of a particular node. Each
of the black lines is assigned a numerical value for the
weight. It took the neural network 58,078 steps to
converge. Thus, the neural network with two hidden
nodes required approximately 16.8 times the amount
of steps to converge than the neural network with
one hidden node, which indicates the training of
the neural network with two hidden nodes involved

significantly more backpropagation than the neural
network with only one hidden node. Below is a
plot of the generalized weights with respect to each
independent variable for the neural network with
two hidden layer nodes.

In Figure 17, the distribution of generalized
weights suggests that all the independent variables
appear to have a nonlinear effect since the variance
of their generalized weights is overall greater than
one. Although, at a first glance, MMSE and Age look
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like they have a generalized weight of 0, the scale of
the plot suggests that the points near 0 are actually
above 1. Once the number of steps and distribution
of generalized weights was calculated and generated
for each of the neural networks, each of the neural
networks was tested with the testing data, which
contained 145 observations. Confusion matrices
were created to evaluate the performance of each of
the neural networks when tested using the testing
data set.

Of the 145 observations in the testing data, 64
observations were of demented individuals while
81 observations were of nondemented individuals.
For the neural network with one hidden layer node,
53 of the 64 observations of demented individuals
were accurately predicted, resulting in a sensitivity of
82.82%. 68 of the 81 observations of nondemented
individuals were accurately predicted, resulting in a
specificity of 83.95%. The overall accuracy rate of
the first neural network model is 83.44%. For the
neural network with two hidden layer nodes, the
training and testing data were split differently; the
testing data for the neural network with two hidden
nodes had 66 observations of demented individuals
and 79 observations of nondemented individuals.
52 of the 66 demented individuals were accurately

predicted, resulting in a sensitivity of 78.79%. 73 of
the 79 nondemented individuals were accurately
predicted, resulting in a specificity of 92.41%. The
overall accuracy rate of the second neural network
with 86.21%.

Error: 70.556024 Steps: 58078

Figure 16. Plot of Neural Network
with 2 Hidden Layer Nodes

Table 6.— Confusion Matrix of Neural Network with 1 Hidden Node

Actual Class Predicted Demented Predicted Nondemented % Correct
Demented 53 11 82.82%
Nondemented 13 68 83.95%

Overall Accuracy: 83.44%

Table 7.— Confusion Matrix of Neural Network with 2 Hidden Nodes

Actual Class Predicted Demented Predicted Nondemented % Correct
Demented 52 14 78.79%
Nondemented 6 73 92.41%

Overall Accuracy: 86.21%
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Figure 17. Plot of Generalized Weights with Respect to each Independent
Variable for Neural Network with 2 Hidden Layer Nodes
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4. Result

In this study, five types of machine learning
models were developed to diagnose Alzheimer’s
based on clinical and demographic variables, in-
cluding years of education, age, gender, MMSE,
eTIV, and nWBV. In Section 3, the results of each
machine learning model were evaluated and ana-
lyzed using a confusion matrix, and 4 of the 5 mod-
els were also evaluated using an ROC curve plot.

Below is a plot comparing the highest accuracies
of each of five types of machine learning models
developed in this study.

As shown in Figure 18, all of the machine learn-
ing models are in the range of 83% to 91% accuracy.
The random forest model has the highest accuracy,
followed by the support vector machine, logistic re-
gression, neural network, and KNN model in order
of decreasing accuracy.

63



Section 4. Life sciences

90.00%

87.50%

85.00%

82.50%

80.00%

KNN Model Neural Logistic Support Random
Network Regression Vector Forest
Machine
B Accuracy

Figure 18. Comparison of Machine Learning model Accuracies

In addition to assess accuracy rate for each mod-  predictions) between various models. The concor-
el, dataset were divided into the same training and  dance rate between each pair of models was provided
testing sets to assess concordance (agreement on  in (Table 8).

Table 8.— Concordance Values Between Each Model

Random Forest KNN Model SVM Model | Neural Network
Logistic Regression 91.78% 87.67% 93.15% 97.26%
Random Forest 93.15% 93.15% 91.78%
KNN Model 89.04% 87.67%
SVM Model 90.41%

Overall, the concordance rates are pretty good.  values between 87.67% and 93.15%. Among all the
The logistic regression and neural network mod-  models, the percent in which atleast 4 of the S mod-
els have the highest concordance value of 97.26%. els shared the same diagnosis for a testing input was
The rest of the models have fairly high concordance ~ 90.42%.

MMSE nWBV Gender Age eTIV Years of Education

@ Average Rank

Figure 19. Rank of Importance of each Variable
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Another model was created that outputted the re-
sult that the majority of the S models outputted. This
model reached an accuracy rate of 89.04%, which is
lower than the accuracy of the random forest model
but higher than the accuracy of the other four models.

When creating the logistic regression and ran-
dom forest models, the importance of variables were
evaluated. In logistic regression, the p value was used
to evaluate a variable’s statistical significance, and in
the random forest models, mean decrease accuracy
and mean decrease GINI were used to evaluate the
model’s dependent on each variable. Below is a plot
indicating the average rank (in terms of importance)
among the different ways to evaluate variable impor-
tance for each variable. A rank of “1” indicates the
greatest importance, whereas a rank of “6” indicates
the least importance. A lower numerical value for
rank indicates greater importance.

As shown in Figure 19, MMSE is clearly the most
important variable by a considerable margin. In de-
creasing order of importance, MMSE is followed by
nWBY, gender, age, €TTV, and years of education. The
last four variables all seem to have similar levels of
importance, whereas there is a considerable margin
between the first three variables.

S. Discussion

The purpose of this research is to create a ma-
chine learning model to predict Alzheimer’s using
publicly available MRI data. There were 373 MRI
imaging sessions in the data, with 150 distinct indi-
viduals among those sessions. In each session, the
individual's CDR, eTIV, nWBY, age, gender, and
years of education were collected and used to train
the machine learning models. ASF and socioeco-
nomic status were both part of the original data set
but were omitted from the study because ASF was
directly correlated with €TIV and because roughly
13% of all the imaging sessions did not have a re-
corded socioeconomic status.

In order to assess sensitivity and robustness of
our findings, multiple methods were used to build a
model that can predict Alzheimer’s. These methods

include Logistic Regression, K Nearest Neighbor,
Support Vector Machine, Random Forest, and Neu-
ral Network. These methods all had fairly consistent
accuracy rates, as all the accuracy rates were within
an 8% range. MMSE was consistently identified as
the most important predictor, while other variables
varied in importance.

In another similar study conducted by the French
National Institute of Health and Medical Research,
researchers presented and evaluated a new method
based on SVM to diagnose patients with Alzheimer’s
using MR images. Using their new method based on
SVM, the researchers were able to achieve a 94.5%
accuracy in detecting Alzheimer’s by bootstrap resa-
mpling a dataset containing 16 individuals with AD
and 22 controls. In this study, rather than directly
using raw MR images, MRI biomarkers along with
cognitive and demographic data were used to clas-
sify individuals as either AD or non-AD. The SVM
method in this study achieved a 87.59% accuracy,
which is 7% lower than the accuracy of the new SVM
method created by the researchers. The best accuracy
in this study, 90.34%, is still roughly 4% lower than
the new method created by the researchers. How-
ever, it’s important to note that the sample size of the
data set used by the researchers is roughly 10 times
smaller than the data set used in this study [13].

Compared with the clinical diagnosis rate of Al-
zheimer’s among rural doctors in the United States, all
the models presented in the study are significantly bet-
ter. The accuracy rate of diagnosing Alzheimer’s among
community doctors in rural areas is about 50 to 60 per-
cent [S]. The model with the lowest accuracy presented
in this study, KNN model, still does about 40% better
than rural doctors in terms of accuracy. The model with
the highest accuracy, Random Forest, does about 50%
better than rural doctors. Moreover, the clinical diag-
nosis rate of Alzheimer’s is estimated to be 78% among
all doctors in The United States [6]. The worst model
in the study still does about 7% better in terms of ac-
curacy whereas the best model does about 15% better
in terms of accuracy. Thus, the models created in this
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study have the potential to aid doctors to create more
accurate clinical diagnoses of Alzheimer.

This study can be improved by using a greater
sample size of data and utilizing more MRI biomark-
ers and other independent variables. In addition, pa-
tients can have longer and more frequent follow-up
MRI imaging sessions. The models can be improved
by also accounting for patients’ changes over time,
rather than from one-time imaging sessions.

6. Conclusion

In conclusion, a variety of models were utilized
to predict Alzheimer’s using MRI biomarkers, cog-

nitive assessment data, and demographic data from
371 imaging sessions. All models provide reasonable
accuracy ranging from (83% to 91%) in predicting
dementia. Among all the variables tested, MMSE
was the most influential variable, while other vari-
ables also influenced the detection of Alzheimer’s at
a lesser degree. Using the machine learning models
in the study, physicians or nurses can potentially
more accurately diagnose Alzheimer’s in patients.
An accurate diagnosis of Alzheimer’s is important
because it allows patients to better devise strategies
to manage symptoms and plan for long-term care.
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THE DEFINITION OF EFFECTIVE DOSE OF
“SUMAKH FRUIT EXTRACT” FOR CORRECTION THE
GENOTOXICITY OF CHEMICALS IN THE PROCESS
OF ARTIFICIAL MUTATION IN PLANTS

Abstract: To determine the effective dose of sumakh fruit extract as a modifier during artificial
mutagenesis, dry onion seeds were soaked for 3 hours in a test dose of a solution with sumac fruit
extract, then either MNG (S mcg/ml) or NMM (0.02%) was added to this medium. Doses of mu-
tagens were selected by calculating aquatoxicity their mutagenic effect.

From the results of the experiment, it was found that when exposed to MNG and NMM, a dose
of sumac fruit extract equal to 0.01 mcg/ml most effectively protects the genome.

Keywords: correction the genotoxicity of chemicals, antimutagens, sumakh fruit extract.

68



THE DEFINITION OF EFFECTIVE DOSE OF “SUMAKH FRUIT EXTRACT”FOR CORRECTION THE GENOTOXICITY OF CHEMICALS IN THE PROCESS OF ARTIFICIAL MUTATION IN PLANTS

I'yaues Maxup Hca o2y,

sedyuyuii npenodasamenv kadedpo
Tucmoaozuu, yumorozuu u IMOpUOLO2ULL;
Aszepbationcanckuii meOuyunckuii yHusepcumern
E-mail: mahir-quliyev-65S@mail.ru
Hcpadurosa Cabuna Aruaza koi3vl,
accucmenm Kagedpul,

Tucmonrozuu, yumorozuu u amMbpuor02uL,
Azepbaiidncanckuil meduyuHckuil yHusepcumem
E-mail: israfiloviOS06 @mail.ru

Aruspbexosa Aiieton AAusp Kol3vl

accucmenm Kagedpui

Tucmonrozuu, yumorozuu u ambpuor02ulL,
Azepbaiidncanckuil meduyuHckuil yHusepcumem
E-mail: alyarbayova@gmail.com

ONPEREJNIEHMNE 3D DEKTUBHOU A,03bl «9KCTPAKTA
N3 No4oB CYMAXA» OJ1d KOPPEKLUUU
FrEHOTOKCUYHOCTU XMMUYHECKUX BELLIECTB INPU
NMPOLECCE UCKYCCTBEHHOW MYTALIUU Y PACTEHUA

AnnoTanmsa: Aas onpeaeseHrs 3G PeKTUBHOM AO3bI SKCTPAKTA U3 IAOAOB CyMaxa, Kak MOAPHKaTopa

IIpH NUICKYCCTBEHHOM MYTAareHe3€ CyxXre CEMEHaA PEIIaTOTrO AyKa 34aca ObIAM BBIMOYEHBI B HCITBIT YEMOﬁ

AO3€e PacTBOpa C IKCTPAKTOM U3 IIAOAOB CYyMaxa, AdAee K AAHHOI cpepe AoobaBasiacst an6o MHHT ( S Mxr/

Ma), au60 HMM (0,02%). A03bI MyTareHOB 6bIAU BbIGPAHbI ITyTeM BbIUCACHHS IKBUTOKCUIHOCTHU UX

MYTareHHOTO BO3AeHCTBU. k13 pe3yAbTaToB OIbITa BBLICHUAOCH, 4TO IpH BosaericTsun MHHI' 1 HMM

AO3a 9KCTPAKTA U3 IIAOAOB cyMaxa paBHast 0,01 MKr/mMa HanboAee 3 PeKTHBHO 3ALIUIAET TEHOM.

KaroueBbie cAoBa: KOppeKnusa reHOTOKCHMYHOCTH XHMHUYE€CKHX BEIECTB, IPOTUBOMYTAr€HbI,

9KCTPAKT U3 IIAOAOB CyMaxa.

Haunnas co BTOpoil IOAOBUHBI IIPOLIAOTO BeKa
BEAETCSI [IOUCK KOPPEKTOPOB, CIIOCOOHBIX IPOTH-
BOCTOSTb BPEAHOMY BO3AEHMCTBUIO MyTareHHbIX
Y KaHIIepOTreHHBIX BEeIeCTB B IIPOLleccax MyTalHHI
CHHTETHUYECKOI'O M HaTYPaAbHOTO IIPOUCXOKACHHSL.
B AaHHOM HampaBA€HHH 0COOOrO BHUMAHUS 3aCAY-
JKMBAIOT HaTypPaAbHbIe BellleCTBa PAaCTUTEABHOTO
IIPOUCXOXKACHHS.

B AQaHHOM HCCA€AOBaHMY ObIAA IIPOU3BEAEHA ATIPO-
Oanus MHUPOKOro AUANA30HA AO3bI «IKCTPAKTA U3

IIAOAOB CyMaXa> KaK MOAU(HUKATOpa HCKYCCTBEHHOTO
MyTareHes3a, COXpaHMBILIEIO HaTypaAbHbIE BelleCTBa
PACTUTEABHOTO IPOUCXOXKACHHS, a TAK XKe OIpeAeAe-
HHe ero Hanboaee 9pPeKTHBHOM AO3BL

AAst 06BeKTUBHO OLIeHKH ero 3¢ PeKTUBHOCTH
B 3allUTe FeHOMa, ObIAQ H3yYeHa IIPOTUBOMYTareHHO
AKTHBHAS A032 9KCTPAKTa U3 IIAOAOB CyMaxa IIPH BO3-
AEMCTBUU MYTareHHbIX BeIIeCTB, Pa3ANYAIOIINXCS
IO MPUPOAE, TUITY, 10 MEXaHU3MY B3aUMOAEHCTBUSA
C HACAEACTBEHHbBIMU CyOCTpaTaMHL.
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OmbIThI OBIAM TPOBEAECHBI Ha CBEXKHX CeMeHaX
perryaroro Ayka. B kauecTBe MyTareHa MCIIOAB30-
Baacs MHHT (MetnanuTposoryanuaun) u HMM
(HHTposoMeTnAmoquHHa). Ha pannoMm aTarre ombiTa
HCIIBITyeMblIe AO3BI IKCTPAKTa AOOABASIAKICH K 0OBEKTY
AO MyTareHa.

B ombITax, MpoBeASHHbIX Ha PACTUTEABHBIX 00'-
eKTax CyXue ceMeHa pPeryaToro Ayka, 3 yaca ObpAn
BBIMOYEHBI B PACTBOPE 9KCTPAKTA U3 ITAOAOB CyMaxa,
AaAee K AQHHOM cpepe po6aBasiacs au6o MHHT
(S mxr/ma), am60 HMM (0,02%). TTocae Toro
KaK OCTaTKU MyTareHa IPOMBIBAAUCDH CEMeHa, AO
OKOHYAHUS PpUKCAIUH OBIAY HHKYOHPOBAHBI B BOAE.
Aasee 6bIA IPOBEAEH AHAAHU3 JACTOTHI XPOMOCOM-
HOH a6eppau1/m alMMKaAbHON MEPUCTEMBI KAETOK
poctkoB. MHHIMHMM sBAsIsiC MOHO- U ITOAH-
$YHKIIMOHAABHBIMHM AAKUAUPYIOIUMH COEANHE-
HUSIMH, SIBASIOTCSI MyTareHaMH IIPsIMOTO THUIIA, T.e.
B HAYAABHOM pOPMEHAXOASITCS BO B3aHMOACHCTBHH
¢ AHK-mumensro.

ITpu BbIOOpeMOAeA€eit MyTareHOB, TaK JKe YIUTHI-
BAACS CIIEKTP 0Opa3yeMbIX MU TUIIOB IIEPBUYHOTO
nospexperns moaekya AHK. T. o MHHI' u HMM
SIBASISICh AOHOPAaMH aAKHABHBIX IPYIII, 00pasyioT
IIepBUYHbIE IIOBPEXASHHS HYKA€OTHAHOTO THUIIA.

MccaepoBaHMS 9KCTPAKTa U3 TAOAOB CyMaxa B IIIU-
POKOTO AMAla30Ha A03€e Ha CeMeHaX PeIyaToro Ayka
IIOKA3aA0, UTO IIPUMEHeHHe 9KCTPAKTa AO MyTareHa

HOHIKAeT FeHOTOKCUYHOCTbAaAKUAMPYIOIIHUX My Tare-
HOB (TabA. 1). B AAHHO# CepHH OTIBITOB BBISICHUAOC,
uro npu Bosaeiicteun MHHT (Smxr/ma) utHMM
(0,02%) (A03bI 6bIAU BHI6PAHDI ITyTeM BHMHCACHHS
SKBUTOKCUYHOCTH UX MyTareHHOTO BO3ACHCTBHS)
HCIIOAB30BaHUE 9KCTPAKTa cyMaxa B Ao3e 0,0 1mkr/
MA 3aIHUIAeT FEHOM B MAKCUMAABHOM CTETIEHM.

M — gacrora xpomocoMHoI abeppanuu, N — Bce
U3y4eHHbIe KAETKH, 1- XpPOMOCOMHas abbeparyus,
m — omubKa, tg — MOrpemHoCcTs, P — ypoBeHb 3Ha-
YUMOCTH.

Cnoco6 BbIYMCAEHUS:

*1009 M*(100— M
Mo 100% ( );
N N

g M2=M1
Nml? +m2?

M —gacroTa myTanmi; M , — YacTOTa MyTalUi
OIBITHOIO BApUAHTA;

M| —49acToTa My TaLil KOHTPOABHOTO BAPHAHTA;
M12 — omubKa BapuaHTa KOHTPOAS; M22 — omubKa Ba-
pHaHTa OIbITA.

i—c

OOl - ——. D3I - PakTop a3 PeKTHBHOCTH
i

NIPOTHBOMYTAreHa, i- IMepBUYHbIN (npeAblAymHﬁ) s
C — ITOCAEAYIOIIMHI (OHpeAeAHeTCﬂ IIpY IIOMOIIH Ae-
A€HUS Pa3HOCTH IIEPBUYHOTO U MOAUPUITPOBAaHHO-
I'o ypOBHEN My Talluy Ha IIePBUYHbBIN HOKasaTeAb).
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IDENTIFYING GENE MUTATIONS MOST COMMONLY
ASSOCIATED WITH GLIOBLASTOMA

Abstract. Certain gene mutations are often associated with the development and presence of glio-
blastoma (GBM). The most commonly associated gene mutants with GBM are found to be those of
tumor protein pS3 (TPS3), phosphatase and tensin homolog (PTEN), and epidermal growth factor
receptor (EGFR), all of which have a major role in regulating cell proliferation. TP$3 had a mutation
frequency per kilo base (M/kb) of 28.8, PTEN of 10.85, and EGFR of 7.25. Somatic mutations in
specific regions of these genes have been correlated with lower survival rates in GBM patients often
due to irregularities in the functions of the genes’ proteins. These regions include the DNA-binding
domain of TPS3, the C2 domain of PTEN, and amino acid 289 in EGFR. Mutations occurring in such
regions can alter the genes’ proteins; altered proteins with inhibited functions cannot regulate cell
proliferation to the same extent, boosting the oncogenesis of GBM and leading to poorer prognoses.
EGFR and PTEN are also associated with focal adhesion shown through an enrichment analysis,
further suggesting that mutations in these genes lead to inhibited abilities to trigger cell apoptosis,
a function that is critical for regulating cell proliferation. The majority of deleterious mutations are
missense and truncating, suggesting that these types of mutations have the largest impact on GBM
survival rates. Further research into TPS3, PTEN, and EGFR may bring new treatments targeting
these genes, allowing for a better prognosis in GBM patients and potentially other cancers.

Keywords: glioblastoma (GBM), gene mutation, bioinformatics analysis.

Introduction

GBM is a lethal, aggressive brain tumor, mak-
ing up alarge portion of all brain cancers [1]. While
treatments are available for GBM, the prognosis
is poor, and the cancer occurs more frequently in
older patients at a median age of 64 [2]. Treatments
include surgery, radiation, and chemotherapy, but
there is currently no cure for glioblastoma [1]. The
exact cause of GBM is unknown, as most cases occur
irregularly and are not inherited [1]. This study is
designated to find genes whose mutations are com-

monly associated with the development of GBM and
encourage further research into these select genes for
a better understanding of the tumor. Additionally,
the methodology used may be applied to data sets for
other diseases to determine genes most commonly
associated with those diseases.

The data used for this analysis were taken from
XenaBrowser and were originally from The Cancer
Genome Atlas (TCGA), a program dedicated to
cataloguing genetic mutations associated with vari-
ous cancers. The data set consists of 314 samples
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from GBM patients. Out of the 314 samples taken,
only genes with the highest M/kb are used in the
analysis because of their higher correlation with
GBM.

Methods

The data taken from XenaBrowser are analyzed
to find genes with the most frequent mutations [3],
and is sorted using Linux commands to find the most
frequently appearing genes in the data. These genes
and their frequencies are tabulated in Microsoft Ex-
cel, with their respective gene lengths and full names.
The gene lengths are taken from GenCodeGenes [4],
and the genes’ full names are matched with the gene
symbols. Once the gene lengths and full names are
matched, the frequency of each gene is then normal-
ized with its gene length, and the genes are sorted by
the highest frequency of mutations per base length
(M/kb). Genes with less than 1 M/kb were removed
from the analysis due to their relative insignificance
and for conciseness, and only genes with an M/kb
of 4 or more are tabulated. Data of only genes with
more than 1 M/kb are extracted when analyzing the
distribution of mutation types. The extracted data
are sorted using Linux commands to determine the
frequency of each mutation type, and the results are
tabulated in Microsoft Excel.

A TCGA Glioblastoma (GBM) study is selected
in CBioPortal [5], and is matched with gene sym-
bols TPS53, PTEN, and EGFR, which have some of
the highest M/kb. A mutation chart is created from
the gene symbols inputted, which marks locations of
mutations in GBM patients onto each gene.

Detailed analyses of the top genes are conducted
using past studies that associate the genes with GBM.
An enrichment analysis of genes with the most M/kb
is done through DAVID Bioinformatics Resources in
order to find associated terms with the genes, linking
the genes’ mutations to the impairment of their func-
tions [6; 7). The top genes are submitted as a gene
list into DAVID, and a functional annotation chart
is created from the list, giving the most associated
terms with the genes.

Results

Three of the genes with the most mutations per
kilo base (M/kb) are found to be TP53, PTEN, and
EGFR. After normalizing the frequency of muta-
tions for every kilo base in each gene, 329 out of the
15,350 genes found in the data set had one or more
mutations per kilo base. For these 329 genes, the vast
majority of mutations are missense, which changes
a single amino acid in the coded protein [8], and
makes up 80.2% of all mutations (Table 1).

Table 1. — Frequency of Mutation Types in Top
329 Normalized Genes

Mutation Type Frequency
Missense 3927
Nonsense 337
3UTR 115
Splice Site 112
Frame Shift Del 98
RNA 87
Intron 87
SUTR 55
In Frame Del 28
Frame Shift Ins 24
3’Flank 11
In Frame Ins S
S’Flank S
Translation Start Site 3
Nonstop Mutation 2

However, though only 92 genes were found to
have an M/kb of 2 or higher, genes with a lower fre-
quency may still influence GBM. The top 92 genes
are sorted, and closer analysis is done on genes
TPS3, PTEN, and EGFR because of their high value
of M/kb (Table 2). Despite that POM121L12 has
the third highest M/kb (Table 2), the gene is not
analyzed because ofits relatively low frequency com-
pared with TPS3, PTEN, and EGFR. TP53 had an
M/kb of roughly 28.8, the highest from the data pro-
vided by TCGA (Table 2), while PTEN and EGFR
had an M/kb of 10.85 and 7.25 respectively (Table
2). The majority of TPS3 mutations are point muta-
tions that occur in the DNA-binding domain (Fig-
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ure 1). A number of PTEN mutations occur in the
C2 domain (Figure 2), and a significant amount of
EGFR mutations occur on amino acid 289, with 18
mutations out of 67 samples (Figure 3). Addition-
ally, an enrichment analysis through DAVID Bioin-

Table 2. — Frequency of Gene Mutations per Kilo Base Length

formatics Resources found that the top 329 genes
with the highest frequency per base length are highly
associated with focal adhesion and ECM-receptor
interaction, with p-values of 5.7SE-10 and 1.08E-06
respectively (Table 3).

Gene Frequency per Kilo
Symbol Gene Name Frequency | Length Base Length (M/kb)
TPS3 tumor protein pS3 113 3924 28.797145770
PTEN phosphatase and tensin homolog 109 10048 10.847929936
POMI21L12 E 12 1\;[2121 transmembrane nucleoporin- 10 1269 7.880220646
EGFR epidermal growth factor receptor 94 12961 7.252526811
TRIMS1 tripartite motif-containing 51 12 1832 6.550218341
TUBA3C tubulin, alpha 3¢ 9 1551 5.802707930
KIF2B kinesin family member 2B 13 2335 5.567451820
DCAF12L2 |DDBI1 and CUL4 associated factor 12-like 2 9 1673 5.379557681
RB1 retinoblastoma 1 30 6169 4.863024801
TPTE2 transmembrane Phosphomosmde 3-phos- 11 2788 4.807692308
phatase and tensin homolog 2
ORS8K3 In multiple Geneids 9 1878 4.792332268
NLRPS NLR family, pyrin domain containing 5 19 4023 4.722843649
ZFP42 ZFP42 zinc finger protein 12 2651 4.526593738
MAGEC2  |melanoma antigen family C2 9 1991 4.520341537
UGT2B28 UDP glu.curonosyltransferase 2 family, g 1833 4364429896
polypeptide B28
PIK3CA phgsphatldylln931tol-4,Sjblsphosphate 40 9411 4250345341
3-kinase, catalytic subunit alpha
Table 3. — Associated Terms with Top 329 Normalized Genes for Glioblastoma
Category Term Count % PValue
1 2 3 4 5
KEGG PATHWAY hsa04510:Focal adhesion 22 0.04931077 5.7SE-10
KEGG PATHWAY hsa04512:ECM-receptor interaction | 12 0.026896784 | 1.08E-06
KEGG_PATHWAY i‘:a"‘yolus LPI3K-Aktsignaling path- | 3 | 051552169 | 1.14B-06
KEGG PATHWAY hsa05214:Glioma 10 0.022413986 | S.00E-06
KEGG PATHWAY hsa05222:Small cell lung cancer 11 0.024655385 | 6.62E-06
KEGG PATHWAY hsa05146: Amoebiasis 12 0.026896784 | 7.77E-06
KEGG PATHWAY hsa05218:Melanoma 10 0.022413986 | 1.0SE-0S
GOTERM_BP_DI- GO:OQ3QI98~extracelluIar matrix 16 0.035862378 | 1.87E-06
RECT organization
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1 2 3 4 S
IC{;EO C’II"I]? RM_BP_DI G0:0006936~muscle contraction 12 0.026896784 | 2.66E-06
GO0:0007156~homophilic cell adhe-
TERM BP DI-
GO - - sion via plasma membrane adhesion 14 0.031379581 | 4.12E-06
RECT
molecules
GOTERM_BP_DI- GO‘:005'120-9~re1ease of sequestered g 0.017931189 | 6.20E-06
RECT calcium ion into cytosol
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Figure 1. Locations of TP53 Mutations in Glioblastoma Patients (taken from CBioPortal)
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Figure 2. Locations of PTEN Mutations in Glioblastoma Patients (taken from CBioPortal)

A289V/T/l and 1 more
.

# EGFR Mutations

0 200 400

.
.
* .o o e s o o . ? %

600 800 1000 1210aa

Figure 3. Locations of EGFR Mutations in Glioblastoma Patients (taken from CBioPortal)

TPS53 Association with Glioblastoma

The main function of TP53 is to regulate cell divi-
sion by creating tumor protein 53 (pS3), which pre-
vents uncontrollable cell reproduction and is done
by triggering cell apoptosis or other genes to repair
a cell's DNA. Half of all cancers are found to have
somatic mutations in TP53, most of which changes
pS53 so that the protein is no longer able to regulate
cell division, leading to tumor developments. Be-
cause of a reduced ability to control cell proliferation,
modified p53 proteins are often linked not only to

GBM, but a wide variety of other cancers; according
to Wang et al. (2013), they may also increase GBM
resistance to temozolomide and therefore result in
ineffectiveness of certain treatments involving such
a drug (Wang et al, 2013).

Out of the 314 GBM samples provided by Xen-
aBrowser [3], 113 TPS3 mutations were found
(Table 2). Végran et al. (2013) found that 90% of
TPS3 mutations occur in the TP53 DNA binding
to domain, but only missense mutations usually

significantly hinder p53 from binding DNA [10].
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Similarly, roughly 93% of TPS3 mutations pro-
vided by CBioPortal occur in the DNA binding
domain with all mutations being either missense
or truncating (Figure 1). Proper DNA binding is
essential for protein p53 to perform its functions,
including triggering apoptosis, and impaired DNA
binding of pS3 was linked to higher cancer rates in
mice [11].

PTEN Association with Glioblastoma

PTEN is responsible for a phosphatase enzyme
that controls cell division and contributes to the
triggering of apoptosis; consequently, the PTEN
phosphatase acts as a tumor suppressor. As such,
mutations of PTEN often modify the PTEN phos-
phatase so that the enzyme can no longer perform
its main function to the same degree. PTEN inhibits
focal adhesions, which in turn controls cell prolif-
eration [12], so mutations of PTEN can change fo-
cal adhesions and thus aid tumor progression [13].
Most often, PTEN mutations are missense or trun-
cating (Figure 2). Subsequently, PTEN mutations
can lead to shorter survival rates in GBM patients.
A meta-analysis found that GBM patients with
PTEN mutations generally had a poorer progno-
sis, though the results are tentative and could have
been biased to some extent [14]. Another study,
though focused on gliomas in general as opposed
to specifically GBM, yielded similar results, add-
ing that PTEN mutations occurred later in glioma
progression [15].

In GBM samples, a large amount of truncating
and missense PTEN mutations occur in the C, do-
main (Figure 2). Since the C, domain is used to
inhibit cell migration, the domain may have a role
in tumor suppression [16]. Mutations occurring in
the C2 domain can likely affect the ability of PTEN
to perform its functions and allow faster GBM pro-
gression.

EGFR Association with GBM

EGFR is involved in the production of the pro-
tein epidermal growth factor receptor, which binds
to ligands in order dimerize with other epidermal

growth factor receptors, leading to the triggering
of cell proliferation. Brennan et al. (2013) found
that about 57% of GBM:s in one study [17], while
Xu et al. (2017) found EGFR overexpression in
60% of primary glioblastomas and 10% of second-
ary glioblastomas [18]. Although EGFR muta-
tions are highly correlated with the development
of GBM, attempts at targeting the gene have not
yet been successful [19]. An et al. (2018) yielded
similar results, as it found that while EGFR ampli-
fication and EGFRvIII appear commonly in GBM,
immunotherapies using EGFR inhibitors have been
ineffective [20]. Of the GBM data from CBioPor-
tal [S], 18 out of 67 mutations from 543 samples
occurred on alanine 289 (Figure 3), and patients
generally have a worse prognosis if these mutations
occur [21], most likely due to the mutations’ nega-
tive impacts on protein EGFR’s functions.

Conclusion

The purpose of this bioinformatics analysis is
to identify several genes that are most frequently
associated with the development and occurrence
of glioblastoma (GBM). After the analysis based
on GBM data from TCGA was conducted, genes
TPS3, PTEN, and EGFR are found to be highly as-
sociated with the oncogenesis of GBM, and may
tentatively be applied to other types of cancers, es-
pecially gliomas. Mutations in these genes, specifi-
cally missense mutations, may result in altered pro-
teins with inhibited functions. PTEN and EGFR
are also associated with focal adhesions; a loss of
ability to control focal adhesions likely leads to un-
controlled cell proliferation and tumor progression.
Successfully targeting these genes for therapeutic
treatments may be able to prolong survivalin GBM
patients and improve the prognosis for this cancer;
however, such current attempts have proven to be
unsuccessful. The methodology used in this bioin-
formatics analysis may be applied to other diseases
with available data pertaining to gene mutations
found in patients, which may assist in identifying
key genes related to such diseases.
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INFLUENCE OF NATURAL POLYPHENOLIC
COMPOUND GOSSITAN ON ION CHANNELS OF
MITOCHONDRIA OF THE HEART AND PANCREAS
IN STREPTOZOTOCIN-INDUCED DIABETES

Abstract. The influence of natural polyphenolic compound of gossitan on mitochondrial func-
tion was investigated. It was shown that in streptozotocin (STZ)-induced diabetes damaged func-
tional systems of rat hearth and pancreas mitochondria: mitochondrial permeability transition pore
(mPTP) and ATP-dependent potassium channel (mitoK,  -channel). Pharmacotherapy with gos-
sitan (intraperitoneally in dose of 10 mg/kg body weight) for 8 days has a protective effect on mito-
chondria in experimental diabetes, correction membrane disorders.

Keywords: Hearth, pancreas, mitochondria, mPTP, Streptozotocin-induced diabetes, gossitan.

79



Section 6. Physiology

The biological activity of polyphenol com-
pounds isolated from plants is very high, and their
mechanisms of action vary with each other [1,
1-3]. Quercetin, campherol, and epicatechins in-
hibit the formation of H,O, in the mitochondria
and the activity of the mitochondrial respirato-
ry-chain complex 1 [2, 1562-1572]. Polyphenol
compounds restore morphological changes in the
mitochondrial matrix in experimental diabetic con-
ditions. It also reduces the formation of free radi-
cals, increases ATF synthesis and insulin resistance
[3,3135-3136].

Polyphenols are also effective in mitochondrial
bioenergetics dysfunction, inhibition of uncoupling
protein (UCP) activity, mPTP, and damage to pro-
teins, and lipids that causes changes in various diseas-
es [4, 67-78]. Although the antidiabetic activities of
these compounds have been extensively studied, their
effects on mitochondrial functional changes remain
unexplored.

We know that mitochondria are significantly dam-
aged in heart muscle injury in diabetes and ischemia.
In diabetes, disruption of the homeostasis of calcium
ions in the mitochondria occurs with the activation
(or opening) of nonspecific pores in the inner mem-
brane of the mitochondria, with the loss of various sub-
stances and ions from the mitochondrial matrix, as well
as changes in the outer membrane [5, 1009-1010].

These processes can result in decreased cellular
ATF synthesis, significant changes in mitochondrial
membranes, and consequent cell death. The forma-
tion of nonspecific pores associated with calcium
ions in the mitochondria and the formation of re-
active oxygen species (ROS) directly accelerates
the process of cell death [6, 874-875] At present,
although the role of cardiac mitochondria in the
role of mitochondria in the pathogenesis of diabe-
tes has been Despite extensive research, their cor-
rection with polyphenol compounds has not been
adequately studied.

The aim of the study was to study the correc-
tive effect of polyphenol gossitan [7, 109-110] iso-

lated from the Gossypium hirsutum L. plant on the
dysfunction of mPTP and mitoK,  -channel of rat
heart and pancreas mitochondria under conditions
of STZ-diabetes.

Material and Methods. For screening and de-
tailed study of the mechanism of action of pharma-
cological agents are widely used various experimen-
tal models of diabetes caused by administration of
alloxan and STZ al.,, cytotoxic activity on B-cells of
the pancreas. We have in this study used an experi-
mental model of diabetes induced by STZ.

Experiments were performed white mongrel male
ratsweighing 180-200g. The animals were dividedinto
three groups: I group — control, II group — the animals
with experimental diabetes, which once were injected
intraperitoneally with an STZ (50 mg/kgbody weight
intraperitoneally in a 0,1 mol/L citrate buffer, pH 4,5)
and III group — STZ-induced diabetes+gossitan (in-
traperitoneally dose of 10 mg/kg body weight) for 8
days starting from 12 days after administration of STZ
and reaching a predetermined level of hyperglycemia.
Blood glucose was determined using glucose oxidase
method set «Glucose — enzymatic-colorimetric test>
(Cypress diagnostic, Belgium).

Mitochondria isolated from rat hearth and pan-
creas by differential centrifugation according to [8,
30-32; 9, 71-72]. Nuclei and cellular fragments
were removed by centrifugation at 600 g for 7 min-
utes in a centrifuge. The mitochondria are pelleted
at 7000 g for 15 minutes at the same temperature.
The mitochondrial pellet was washed twice in the
isolation EDTA-free medium.

MPTP condition assessed by the speed of Ca**
-dependent swelling of mitochondria, the mito-
chondrial suspension recording light scattering at
540 nm. Experiments at 26 °C in a swelling me-
dium of 200 mM sucrose, 20 uM EGTA, S mM
succinate, 2 pM rotenone, 1 pg/ml oligomycin,
20 mM Tris, 20 mM HEPES, and 1 mM KH,PO,,
pH 7,2 [10, 16755-16760]. The concentration
of mitochondria in the swelling experiments was
0,5 mg protein/ml.
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The content of mitochondrial protein was deter-
mined by the Lowry method in the modification of
the Peterson [11, 346-347].

Mitochondrial swelling induced activation mito-
K, ,—channel was recorded using a change in light
scattering at a wavelength of 540 nm. Mitochondria
were added to the standard incubation medium of
the following composition: 125 mM KCl, 10 mM
Hepes, S mM succinate, 1 mM MgClz, 2,5mMK H-
PO,,2,5mMKH,PO,, rotenone 1 yM/ ml, oligomy-
cin 1 y/ml, pH 7,4.

CaCl,

AA_, 0,1

The results were statistically processed using the
Origin 6.1 program. The P value < 0.05 was consid-
ered as an indicator of significant differences.

Results and discussion. The investigation on the
effect of hypoglycemic polyphenol gossitan on mito-
chondrial distend isolated from animal hearts, called
the STZ-diabetes model, was studied. A concentra-
tion of 20 uM Ca** ions was applied as an inducer for
the induction of cardiac mitochondrial swelling. The
results obtained, STZ-diabetes (group II), the distant
of mitochondria increased by 86.1 + 7.1% compared
with control of (group I) was determined (fig. 1).

Group I control

Group III STZ-diabetes+gossitan

Group II STZ-diabetes

Figure 1. The effect of gositan on mitochondrial swelling in the heart of a rat with STZ-diabetes

As the result of diabetes the is increased Ca** re-
tention capacity on cardiac mitochondria and a loss
of membrane stability was observed, which provides
a state of high permeability of mPTP. As a result, oral
supplement of gossitan polyphenols (10.0 mg/kg)
once daily for 8 days for STZ-diabetic rats was re-
vealed and remarkable decrease can be seen on the
swelling of mitochondria isolated from the heart. As
a consequence, distend of mitochondria under the
influence of gossitan was inhibited by 51.9+4.8%
compared with STZ-diabetes (group II) was found
(Fig. 1). The main causes for the opening of mPTP in
STZ-diabetes include the development of oxidative
stress, prooxidants, LPO induction, and oxidation
of thiol groups in the mPTP complex. Due to the
strong antiradical property of polyphenolic com-

pounds, it can reduce the amount of free radicals in
mitochondria and possess capability of controlling
the inhibitory properties of cyclosporin A by binding
to the CyP-D matrix domain.

Through our next experiment the effect of the
polyphenol gossitan on the pancreas mitochondria
in the conditions of STZ-diabetic rats was also in-
vestigated. STZ is estimated as a specific target of
pancreas, its plasma membrane can increased LPO
both disrupt the activity of ion channels. On the oth-
er hand, it intensifies the generation of free radicals
and causes impaired insulin secretion as a result of
reduced ATF synthesis in the mitochondria.

The pharmacotherapy on animals with STZ-diabe-
tes were per os with polyphenolic compounds. Once
glucose levels approached towards normal position,
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they were decapitated and mitochondria were isolated
from pancreas. The results obtained, the distend of the

pancreas mitochondria increased by 95.5£5.4% com-
pared with the control in STZ-diabetes (Fig. 2).

[_1Control
I STZ-diabetes
[ 1STZ-diabetes+gossitan
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Figure 2. The effect of gossitan on pancreas mitochondria swelling
with STZ-induced diabetic rats (*p<0.05; **p<0.01; n=5)

After conducting pharmacotherapy on animals
of group III with STZ-diabetes with gossitan
polyphenols was apparent that their mitochondrial
swelling pancreas was inhibited by 37.1+2.7%
contrasted with group II. Polyphenolic compounds
within possession of hypoglycemic properties
which in experiments, can recreated mitochondrial
dysfunction of pancreas in diabetes conditions.

Effect of gossitan on activity mitoK, . -channels
in mitochondria of rat heart in experimental diabetes.

According to modern researches, owing to priority

HH

of the functional significance of the mitoK, -
channel in ischemia and hypoxia it has been frequent
studied in experiments. MitoK, -channels is
considered as a selective channel in mitochondria
and plasma membrane, usually both channels exist
common activators and inhibitors. Although such a
pharmacological agents currently have been identified
in a large scope, the selectivity of the modulator
effectiveness actually depends on the type of cells
which is investigated and the experimental conditions.

[ Control
B STZ-diabetes

[ 1 STZ-diabetes+gossitan

HH *

Figure 3. Effect of gossitan on rat heart mitoK,_ -channel with STZ-induced diabetes (*p<0.05; n=6)
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It can be hardly found data on modulators that af-

tect the activity of the mitoK v

and heart in experimental diabetes. It is stated only by

-channel of the liver

a number of scientists that glibenclamide owe a pro-
ductive effect on the activity of the mitoK,  -channel
in diabetes [12, 485-488; 13, 101-105]. At present,
according to the latest literature data, the mecha-
nisms of inhibition of the K, _,
membrane of pancreatic cells in diabetes mellitus are
widely studied [14, 161-162]. However, changes in

the flow of K* ions in the mitochondprial channel of the

-channel of the plasma

heart in diabetes and the polyphenolic compounds
affecting them have not been sufficiently studied. In
this regard, our experiments possess significant value
in studying the effect of gossitan polyphenol in in vivo
experiments in condition diabetes as well as patho-

logical changes in the mitoK,  -channel.

It was obvious through ﬁfe results defined that
the mitoK, -channel isolated from the hearts of
animals with STZ-induced group II diabetes was
inhibited by 21.6+1.8% in comparison group I (Fig
3.). Inhibition of the mitoK, -channel channel of
the heart, in contrast to the mitoK, . -channel chan-
nel of the liver, causes a deficiency energy supply in
both normal and pathological conditions.

A decrease in the size of the cardiac mitochon-
drial matrix is estimated as the result of inhibition of

K, ,-channels leads slowing down of respiration, and
a sharp decrease in ATF synthesis could be noticed.
When STZ-diabetic group III animals were treated
with gossitan, the activation of the mitoK, .,-channel
separated from their heart was detected during the
investigation. Consequently, the polyphenols of gos-
sitan were productively effected in the mitochondrial
channel of the heart in STZ-diabetes. Gossitan acti-
vates the reduction in the permeability of the chan-
nels as a result of diabetes. As a result, it can inhibit
oxidative stress can emerge apoptosis in cardiomy-
ocytes. In experiments modulators are exist within
capability of various effects on plasma and mitoK, -
channels. They act as an activator of the K,  -channel
of the plasma membrane of smooth muscles, as for
mitoK,  -channel it functions as an inhibitor as well
[15,1183-1185]. It requires deep further investiga-
tion on the effect of polyphenolic compounds on the
mitochondrial channel of the heart as an inhibitor
and activator of condition of diabetes.

Conclusions: Gossitan polyphenol could af-
ford to inhibite mPTP in rat liver and pancreas
mitochondria in STZ-induced diabetic conditions.

By applying the polyphenols of gossitan to STZ-
induced diabetic rats, their mitochondria which is
seperated from their heart, the activeness of the mi-
toK, ,-channel was determined.
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