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Abstract
This paper addresses the challenge of risk pricing in commercial banks amid increasing 

systemic risks influenced by global economic fluctuations, policy adjustments, and major global 
events. We introduce a novel framework combining digital twin technology and deep reinforce-
ment learning to aid in more effective interest rate pricing decisions. By constructing a digital 
twin environment that simulates the operational conditions of commercial banks under various 
scenarios, and employing deep reinforcement learning models, the framework aims to devise 
optimal interest rate strategies that align with the banks’ objectives. Our empirical analyses 
demonstrate the superiority of this AI-driven approach over traditional expert pricing meth-
ods, offering a robust decision support system for managing risk pricing in commercial banks.
Keywords: Commercial Banks, Risk Pricing, Digital Twin, Deep Reinforcement Learning, 
Interest Rate Pricing, Systemic Risks, Simulation Environment, Financial Technology, Deci-
sion Support System

Introduction
Commercial banks are professional insti-

tutions that operate with risk, and risk pric-
ing is one of the core issues that commercial 
banks must face. In their long-term opera-
tions, banks have gradually formed a variety 
of risk pricing strategies and schemes to deal 
with non-systematic risks. However, in the 
current environment, the increasingly com-
plex factors such as global economic cycle 
fluctuations, monetary policy adjustments, 
the impact of the Russia-Ukraine war, and the 
COVID-19 pandemic have led to the contin-
uous increase of systemic risks globally. How 
to conduct interest rate pricing has become a 

major challenge for commercial banks. How 
commercial banks in the new era can con-
duct more scientific risk pricing has become 
a problem worthy of in-depth research. This 
paper innovatively proposes a framework for 
commercial bank risk pricing decision support 
that fully considers the impact of systemic risk 
factors: First, through business sorting, a dig-
ital twin environment is constructed based on 
macro and micro environmental factors.

I. Research Review of Simulation and 
Reinforcement Learning Techniques

The digital twin environment referred to 
in this paper is mainly constructed based on 
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simulation technology. The basic idea is to 
establish an experimental model that con-
tains the main characteristics of the research 
system, and by running this experimental 
model, the necessary information to be stud-
ied can be obtained. In the fields related to 
commercial banks, many scholars have con-
ducted research on simulation technology: In 
February 2017, Cui Yu et al. used the SIRS 
simulation model to study the risk cross-con-
tagion mechanism between financial mar-
kets, which helped enhance the national fi-
nancial market’s risk prevention and control 
capabilities.

In February 2020, Grundke P and Kühn 
A built a simulation environment containing 
credit risk, interest rate risk and liquidity risk, 
using classified balance sheets to measure 
the impact on the Liquidity Coverage Ratio 
(LCR) and Net Stable Funding Ratio (NSFR). 
In March 2020, Zhang Shanshan established 
a systemic financial risk simulation mod-
el through system dynamics and conducted 
sensitivity analysis to detect sensitive risk 
factors, which has certain guiding value for 
preventing systemic risks in finance. In May 
2021, Seyed Mohammad Sina Seyfi et al. pro-
posed a Monte Carlo simulation algorithm 
based on a Gaussian mixture model, which 
can achieve fast and accurate calculation of 
Value-at-Risk (VaR) and Expected Shortfall 
(ES), having a positive effect on the finan-
cial risk market. In September 2021, Wang 
Dingxiang et al. focused on the accounts re-
ceivable financing model, and based on the 
analysis of credit risk transmission factors 
and transmission mechanisms in supply 
chain finance, they built intensity models 
and SIR models and conducted simulations 
to provide preventive measures for credit 
risk management in supply chain finance. In 
October 2022, Wu Yongfei et al. innovatively 
introduced digital twin technology and built a 
“digital twin environment on the bank’s asset 
side” and a “digital twin environment on the 
bank’s liability side” respectively, simulating 
the future operating conditions of commer-
cial banks under different risk scenarios and 
different pricing strategies, providing a refer-
ence for bank risk pricing decision support.

The reinforcement learning used in this 
paper is an important branch of machine 
learning. Unlike supervised and unsuper-

vised learning, reinforcement learning is a 
self-supervised learning approach: the agent 
is trained based on action and reward data, 
and optimizes its action strategy; on the oth-
er hand, it autonomously interacts with the 
environment, observes and obtains environ-
mental feedback. Many researchers at home 
and abroad have conducted research on re-
inforcement learning technology: In 2015, 
Mnih et al. published a paper in “Nature”, 
proposing the Deep Q Network (DQN) model 
that combines deep learning and reinforce-
ment learning, which can reach a level be-
yond human players after a period of training 
in the Atari 2006 game. The DeepMind team 
developed AlphaGo/AlphaGo Zero programs 
based on deep neural networks, using the 
Monte Carlo Tree Search (MCTS) algorithm, 
and combining supervised learning and rein-
forcement learning training methods, learn-
ing go strategies that surpass human level, 
defeating top human players Li Shishi in 2016 
and Ke Jie in 2017. In 2019, Tencent devel-
oped the “Absolute Enlightenment” based 
on deep reinforcement learning technology, 
which can surpass professional players in the 
game of King of Glory. In 2022, Wang Yan-
bo et al. applied deep reinforcement learning 
technology to the medical insurance fund 
allocation decision problem, and the empir-
ical results showed that the results given by 
reinforcement learning can greatly save time 
and labor costs, providing decision support 
for medical insurance fund allocation work.

II. Empirical Research on Commercial 
Bank Risk Pricing Based on Digital 
Twins and Reinforcement Learning

2.1 Business Understanding
In their long-term operations, commer-

cial banks have gradually formed a variety of 
risk pricing schemes represented by the cost-
plus method and the benchmark interest rate 
method. The cost-plus method is obtained 
by comprehensively examining the financing 
costs, operating costs and customer default 
costs of the loan, and then adding a certain 
expected profit. This method pays less atten-
tion to factors such as horizontal competition 
factors and market pricing levels, and thus 
has a stronger introverted characteristic. The 
benchmark interest rate method is to first se-
lect an appropriate benchmark interest rate, 
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and then consider the impact of the default 
risk premium and term risk premium; this 
pricing method has a strong market orienta-
tion, but often pays less attention to various 
costs required for loans, which may result in 
certain risk exposure.

In this context, this paper innovatively 
proposes the use of a combined framework 
of digital twins and reinforcement learning 
for risk pricing of commercial bank loans. 
The study selected real data from a branch 
of a national joint-stock commercial bank to 
construct a digital twin simulation environ-
ment for three different loan types: mortgage 
loans, consumer loans and personal loans, 
and used the Deep Deterministic Policy Gra-
dient (DDPG) method to determine the best 
interest rate in order to help commercial 
banks improve their loan risk pricing capa-
bilities.

2.2 Data Understanding
For specific loan business scenarios and 

corresponding market conditions, it is first 
necessary to conduct an in-depth analysis of 
the influencing factors, and then construct a 
simulation environment for commercial banks 
under different conditions. Through research, 
it can be seen that the factors that affect the 
simulation environment of commercial bank 
loan pricing mainly include capital cost, de-
gree of loan risk, loan term, loan amount, 
degree of competition in the lending market, 
macroeconomic factors, etc. This paper ex-
tracts statistical data and factor data includ-
ing branch interest rates from January 2010 
to March 2022, loan conditions and non-per-
forming conditions at different interest rate 
levels, one-year LPR, five-year LPR, GDP, CPI 
index, CSI 1000 index, three-month SHIBOR, 
one-year SHIBOR, M2 money supply, cumu-
lative city-wide GDP, cumulative city-wide 
GDP growth, electricity consumption (finan-
cial, real estate, business and resident services 
industries), cumulative total retail sales of 
consumer goods, cumulative personal income 
tax, and cumulative rural and urban per capita 
disposable income, covering three major cate-
gories of economic indicators including mac-
ro, industry and region.

2.3 Construction of Digital Twin 
Simulation Environment Model

The simulation construction of the dig-
ital twin environment mainly involves two 

modules: loan supply model construction 
and credit risk model construction. In terms 
of the loan supply model, this paper uses the 
XGBoost model to build models for three 
specific loan businesses: mortgage loans, 
consumer loans and personal loans. During 
the modeling process, considering that risk 
shocks will affect the overall supply of com-
mercial bank loan projects in the market, the 
model simulated the relationship between in-
terest rate pricing and the total loan amount 
at this interest rate, i. e., the customer supply 
of different businesses under different time 
periods and different interest rate pricing, 
thus building a supply model in the simula-
tion environment. The model constructed 
in this paper can automatically explore the 
relationship between factors. The research 
results show that although the weights of fac-
tors in supply models of different loan types 
are different, the most important influencing 
factor is the lending interest rate.

In terms of the credit risk model, since 
external macro and micro factors will also af-
fect the credit risk of commercial bank loan 
customers, macro and micro factors are also 
selected as explanatory variables when mod-
eling. The data includes bank-related statis-
tics and macroeconomic factors such as CPI, 
CSI 1000 Index, one-year and five-year LPR, 
and combined with the bank’s own loan poli-
cy and pricing situation, the model simulates 
the relationship between interest rate pric-
ing and the non-performing rate at that in-
terest rate, i. e., the credit risks of customers 
of different businesses under different time 
periods and different interest rate pricing, 
thereby building a credit risk model in the 
simulation environment. At the same time, 
the model optimizes some abnormal situa-
tions, so that when the interest rate is very 
low or very high, the non-performing rate 
can be consistent with the highest non-per-
forming rate in history.

2.4 Deep Reinforcement Learning 
Model Construction

This paper makes adaptive improve-
ments to the DDPG model in deep reinforce-
ment learning, transforming the original al-
gorithm part aimed at discrete decision space 
into one for continuous decision space, and 
using the Monte Carlo simulation method 
to replace the original “temporal difference 
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learning” mechanism. Combining the actu-
al situation of commercial bank mortgage 
loans, consumer loans and personal loans, 
this paper focuses on the total default rate 
and total income of different loan businesses, 
and takes this as the optimization objective 
of reinforcement learning, i. e., to ensure that 
commercial banks can optimize various indi-
cators as much as possible under the premise 
of meeting the operational indicator regula-
tory requirements, so as to reduce the default 
rate while increasing the total income.

The algorithm flow chart of the reinforce-
ment learning model used in this paper is as 
follows:

1. Randomly initialize network, network, 
network and network parameters; initialize 
the experience pool

2. In each simulation round, loop:
2.1 Initialize the environment and ob-

tain the initial state.
In each decision round, loop:

2.2 Calculate the decision, a = μ(s) + N, 
where N is random noise following a normal 
distribution;

2.3 Interact with the environment to 
obtain the current round’s reward and the in-
formation of the next round’s environmental 
state;

2.4 Store the quadruple in the experi-
ence replay pool, and when the experience 
pool is full, clear and train the network.

3. Sample a batch of training samples 
uniformly from the experience replay pool, 
and update the parameters of the AC network 
according to the parameter update formula, 
and periodically perform soft updates on the 
target network of the AC.

4. When the non-performing rate and 
income output by the simulation model ex-
ceed the non-performing rate and income 
under the bank’s pricing, the training can be 
stopped.

Figure 1. DDPG Algorithm Model Framework

2.5 Experimental Results Analysis
This paper selects the data from December 

2020 to February 2022 as the test set, based 
on the constructed commercial bank digital 
twin simulation environment, and uses the 
deep reinforcement learning framework to 
give the agent the optimal risk pricing for dif-
ferent loan businesses at different time stag-
es in commercial banks, and outputs the dif-
ferent loan business total income results and 

bank loan total non-performing rate results 
produced by the agent’s pricing strategy and 
the commercial bank expert strategy. Among 
them: the red line represents the strategy re-
sults output by reinforcement learning, and 
the blue line represents the actual pricing sit-
uation of the commercial bank.

As shown in Figure 2 and Figure 3:
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Figure 2. Agent Strategy vs. Commercial Bank Strategy Results (Total Loan Income)

Figure 3. Agent Strategy vs. Commercial Bank Strategy Results (Non-performing Rate)

As shown in Figure 2, with the continu-
ous development of the bank’s loan business, 
in different risk scenarios, both the agent and 
the expert strategies have given correspond-
ing pricing strategies for different loan prod-
ucts. Due to the continuous accumulation of 
bank income, the total income generated by 
the agent’s decisions and the expert strategy 
results will continue to increase over time. 
Moreover, at different time points, the total 
accumulated loan income generated by the 
agent’s strategy is significantly higher than 
the expert decision result, and the difference 
between these two strategies is also constant-
ly increasing, fully demonstrating that the in-
terest rate pricing strategy given by the agent 
is significantly better than the current human 
expert strategy. This also further proves that 
within the observed time window, the agent 
can continuously optimize the pricing strat-

egy according to the market conditions, so 
that the allocation of loan resources in the 
market is more reasonable and effective.

III. Conclusion
This paper has constructed a simulation 

environment for the mortgage loan, con-
sumer loan and personal loan business of a 
certain region of commercial banks based 
on digital twin technology, and used deep 
reinforcement learning technology for this 
scenario to give the bank’s risk pricing strat-
egy that maximizes income under a certain 
non-performing rate threshold, achieving 
better results than the current human expert 
strategy. The relevant technology is not only 
applicable to the commercial bank risk pric-
ing scenario, but also has a broad space for 
further migration to other fields in the finan-
cial industry.
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