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Abstract. Understanding the best indicators of climate change is essential to predicting the mag-
nitude of climate change in the future. Machine learning models can use features that indicate climate 
change to determine its impacts. To forecast mean temperature rise, the random forest algorithm is 
used on a collective dataset containing different indicators of climate change. The indicators include 
sea levels, temperature anomalies, CO2 levels, land minus ocean means, and arctic sea ice volumes. 
The original dataset began with one feature, mean temperature, and several other datasets were aug-
mented to create a larger, more informative dataset. Projecting climate change is modeled as a clas-
sification problem with the mean temperature rise as a dependent variable using the random forest 
model. The features Land Minus Ocean Mean Rise Indicator, Arctic Sea Ice extent, and Mean Tem-
perature Anomalies are the most important variables for predicting temperature change. Running 
the model yields an R-squared value of 0.58 with mean squared error (MSE) of 0.10, indicating a 
reasonably effective predicting power of climate change using the identified indicators. This research 
serves as a guide for effectively curating and augmenting climate change data and the forecasting of 
climate change and other similar environmental changes using similar temporal and statistics data.
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1. Introduction
Climate change threatens the future of the 

planet’s safety. It creates visible effects such as 
shrinking glaciers, increasing droughts, stoking 
wildfires, and intensifying storms. Scientists 
also predict that in the future, temperatures 
will continue to rise; there will be stronger 
droughts, heat waves, and hurricanes; the sea 
level will continue to rise; and the arctic will 
likely become ice-free.

In recent years, machine learning (ML) and 
artificial intelligence (AI) has been broadly ap-
plied as a powerful tool to solve problems such as 
image recognition, auto driving vehicles, and lan-
guage processing, etc. Similarly, machine learn-
ing models such as decision trees and random 
forest, can be applied to predict climate changes.

There are many examples of such models in 
the literature. Anderson G J et al applied random 
forest algorithm, a special machine learning tech-
nique, to a multiresolution perturbed parameter 
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ensemble of the Community Atmosphere Model 
version 5 (CAM5) [1]. The climatic dependent 
variables in the research are global annually aver-
aged top-of-the-atmosphere (TOA) energy flux 
and global annually averaged precipitation. Elev-
en parameters spanning five physical schemes 
related to clouds, cloud microphysics, turbulent 
mixing, and deep and shallow convection are 
found to be important features to predict these 
two climatic dependent variables. These parame-
ters’ values are varied by three types (resolutions) 
of perturbed parameter experiments over a total 
of 906 simulations to create training and testing 
data to feed the random forest machine learning 
model. These random forests are able to learn 
the relationship between resolution changes, 
parameter perturbations, and model responses 
from the multiresolution ensemble and are able 
to make predictions at high resolution while sub-
stantially reducing the computational expense.

R. Meenal et al. [15] also applied random for-
est machine learning models to predict weather 
[15]. In this research, the global solar radiation 
(GSR) and wind speed are used as dependent 
variables to be predicted for Tamil Nadu, India 
using random forest ML models. The features 
used for building the model include maximum 
temperature, minimum temperature, surface 
pressure, percentage relative humidity (RH), 
months, latitude and longitude. The random for-
est ML model is validated with measured wind 
and solar radiation data collected from IMD, 
Pune. The prediction results based on the ran-
dom forest ML model are compared with statis-
tical regression models and support vector ma-
chine (SVM) ML models. Overall, the random 
forest machine learning model has minimum 
error values of 0.750 MSE and R2 score of 0.97. 
Compared to regression models and SVM ML 

models, the prediction results of random for-
est ML models are more accurate. This research 
avoids the need for an expensive measuring in-
strument in all potential locations to acquire the 
solar radiation and wind speed data.

Random forest has also been successfully ap-
plied to species distribution models to landscape 
applications, and to gradient modeling of conifer 
species [9; 10].

There remains the need, however, for these 
tools to be best applied to tackle global climate 
change directly. To our best knowledge, few of 
these previous efforts make a concrete attempt 
to directly model the global climate changes with 
relevant variables such as CO2 emission levels and 
other human production activity related variables 
which may have contributed to global warming.

With an increasing amount of historical cli-
mate data and observations, the machine learn-
ing algorithms can be used to model and to 
predict the Earth’s future climate. First, climate 
related data can be collected from various sourc-
es to build a climate related dataset. Then ma-
chine learning techniques and algorithms can be 
applied to the dataset to model climate change. 
As more data becomes available, this dataset can 
include more features and variables which can 
then be used to improve the already-built ma-
chine learning models.

In this research, one of the ML techniques, 
random forest, is applied to climate change, 
where data is collected, analyzed, and used for 
modeling climate change. The collected features 
are calibrated into the random forest model to 
predict temperature rise.

Most of the papers use a singular dataset for 
ML/DL analysis. To better model climate change, 
in this research, multiple datasets from multiple 
data sources are used to calibrate the machine 
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learning algorithms. It is necessary to look at cli-
mate datasets from similar time frames measured 
at the same granularity. Specifically, a seed dataset 
was first collected from the datahub, which con-
tains the monthly dependent variable Mean Tem-
perature Rise and monthly features such as Mean 
Sea Level, Mean Temperature Anomalies, CO2 Mole 
Fraction Mean, Mean Sea Level Rise, and CO2 Emis-
sions Rise. It was determined that all features col-
lection would focus on the monthly time frame 
as the dependent variable is in monthly format. 
These features are all related with the Mean Tem-
perature Rise variable and can be potentially used 
in the ML/DL model calibration.

The feature collection effort continues to 
other data sources. Two more additional data 

sources are explored and used to enhance the 
feature collection. Specifically, the NASA data 
source and DataWorld data source are also used 
to collect additional features data. For feature de-
tails, see Data Collection section below.

The rest of this paper is organized as follows: 
Section II describes the methodology of collect-
ing and preparing training data as well as the con-
struction and training of the models. Section III 
presents the model and discusses its results. Fi-
nally, Section IV expands upon the potential uses 
of this research and discusses applications and 
future work that could be done in this field.

2. Methodology
The overall methodology of the approach is 

depicted in Figure 1 below.

Figure 1. General Methodology
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A. Data Collection
The training data for the project was collected 

and consolidated from a variety of sources. These 
features are summarized in Table 1.

Table 1. – Summary of Features in the collected data

Feature Description Format Frequency
Mean Sea Level Average global sea level changes Numeric Monthly
Mean Temperature 
Anomalies

Changes in average global temperatures Numeric Monthly

CO2 Mole Fraction 
Mean

The number of molecules of carbon dioxide 
divided by the number of all molecules in air, 
including CO2 itself, after water vapor has 
been removed

Numeric Monthly

Land Mean Minus 
Ocean Mean

Sea-surface water temperatures subtracted 
from land-surface air anomalies Numeric Monthly

Arctic Sea Ice Extent Square kilometers of the amount of arctic sea 
ice Numeric Daily

Mean Sea Level Rise Whether or not the sea level increases from 
the previous year Boolean Monthly

CO2 Emissions Rise Whether or not the CO2 emissions increases 
from the previous year Boolean Monthly

Land Minus Ocean 
Mean Rise

Whether or not land minus ocean level in-
creases from the previous year Boolean Monthly

Arctic Sea Ice Extent 
Increase

Whether or not the arctic sea ice extent in-
creases from the previous year Boolean Monthly

Mean Temperature 
Rise

Whether or not the average global temperature 
increases from the previous year Boolean Monthly

B. Software Tools
Python is chosen for this research as the mod-

eling software as it is one of the most popular ML 
programming languages with many available ML 
related packages to use. Data preprocessing was 
performed with Python’s NumPy and Pandas li-
braries. Statistical significance tests were conduct-
ed using the SciPy library. Finally, the random for-
est ML model was created using the sklearn library.

C. Feature Selection
To validate the use of the selected features in 

the final data set, a series of statistical significance 
tests were performed on the data.

The student-T test was used to find the sta-
tistical significance between each of the features 
of the data and the mean temperature rise. See 
Table 2. below for detailed statistics and p-value 
results for the tests.

Table 2. – Significant Features

Student‑T Test
Features statistic p‑value

1 2 3
Mean Sea Level –14.3046 1.43E–41
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1 2 3
Mean Temperature Anomalies 3.372053 0.000781
CO2 Mole Fraction Mean –439.468 0
Land Mean Minus Ocean Mean 3.797648 0.000157
Arctic Sea Ice Extent –69.3466 0
Mean Sea Level Rise –3.3668 0.000796
CO2 Emissions Rise –16.712 3.98E–54
Land Minus Ocean Mean Rise 0.490219 0.624111
Arctic Sea Ice Extent Increase 2.033065 0.04237

These tests indicated that all the features had 
predictive power; that is, they were all statisti-
cally significant and could be used in the dataset. 
All the features were therefore selected for the 
final dataset, as they all proved to be relevant.

D. Random Forest Model
Random forest is a supervised machine learn-

ing algorithm that is used widely in classification 
and regression problems. It utilizes ensemble 
learning, which is a technique that combines 
many classifiers to provide solutions to complex 
problems such as climate change.

A random forest algorithm consists of many 
decision trees. The “forest” generated by the ran-
dom forest algorithm is trained through bagging 
or bootstrap aggregating. Bagging is an ensemble 
meta-algorithm that improves the accuracy of 
machine learning algorithms.

The random forest algorithm establishes the 
outcome based on the predictions of the decision 
trees. It predicts by taking the average or mean 
of the output from various trees. Increasing the 
number of trees increases the precision of the 
outcome. A random forest eradicates the limita-
tions of a decision tree algorithm. It also reduces 
the overfitting of datasets and increases precision. 
It generates predictions without requiring many 
configurations in packages such as scikit-learn.

One of the most important features of the 
random forest algorithm is that it can handle the 

data set containing continuous variables as in 
the case of regression and categorical variables 
in the case of classification. It yields better results 
for classification problems. In this research, the 
mean temperature rise dependent variable has 
boolean values of either 0, meaning the mean 
temperature has not risen from the previous year, 
or 1, meaning the mean temperature has risen 
from the previous year.

First, the dataset was randomly split into two 
sub datasets with one sub dataset containing 80% 
of the original dataset for training the model and 
the other sub dataset containing the remaining 
20% of the original dataset for predicting the 
model results. The python train_test_split func-
tion from the sklearn.model_selection package was 
used for this purpose.

3. Results
– Reformat tables
The python RandomForestRegressor from 

sklearn.ensemble was used for calibration of the 
model. The random forest model performance 
is measured by the mean squared error (MSE) 
and R-squared.

The first random forest model was calibrated 
using the seed dataset and the other features 
which came from the same source, including 
Mean Temperature Anomalies, Mean Sea Level, 
CO2 Mole Fraction Mean, and Mean Sea Level Rise. 
The model performance in terms of the mean 



AN AUGMENTATIVE APPROACH TO STUDY CLIMATE CHANGE USING RANDOM FOREST

17

squared error (MSE) and the R-squared for this 
model is demonstrated in the table below.

Table 3. – Random forest mod-
el results using first source

Mean Square 
Error (MSE) R‑Squared

Training 0.187 0.247
Prediction 0.211 0.155

The calibrated random forest model included 
the following features:

1. Mean Temperature Anomalies;
2. CO2 Mole Fraction Mean;
3. Mean Sea Level.
After running the importance function, it 

is found that the features Mean Temperature 
Anomalies, CO2 Mole Fraction Mean, and Mean 
Sea Level had the highest predicting powers, from 
greatest to least. The model prediction MSE and 
R-squared are larger and smaller than their train-
ing counterparts quite significantly. This indicates 
that the model’s prediction power is not as large as 
should be, and some additional features may need 
to be added to improve the model performance.

The additional datasets which was later aug-
mented were then used to try to improve the 
model. The model was re-run with all the data, 
including the augmented data from the two other 
sources. The model performance in terms of the 
mean squared error (MSE) and the R-squared 
for this model is demonstrated in the table below.

The calibrated random forest model included 
the following features:

1. “Land Minus Ocean Mean Rise”;

2. “Arctic Sea Ice Extent”;
3. “Mean Temperature Anomalies”.

Table 4. – Random forest model re-
sults with augmented dataset

Mean Square 
Error (MSE) R‑Squared

Training 0.105 0.577
Prediction 0.157 0.371

Compared with the first model with seed data-
set, this random forest model with augmented data-
set has smaller MSE and larger R-squared for both 
training and prediction. This model’s MSE values 
are almost halved the seed dataset model while this 
model’s R-Squared values are almost doubled the 
seed dataset model. This augmented dataset mod-
el results in a much better model compared with 
the first model, only containing data from the first 
source. The improvement comes from the benefit 
of additional sources. For example, the Land Mi-
nus Ocean Mean Rise and the Arctic Sea Ice Extent 
features which are deemed important come from 
different data sources. Utilizing more data sources 
improved the model performance significantly.

In the next model, each feature was added in-
dividually, with the random forest model being 
run after each was added. The purpose of this is to 
see the impact of augmenting the data together. As 
shown in the table below, generally, the MSE value 
decreases while the R-squared value increases as 
more data is added to the model. Although there are 
some features that don’t make a notable difference 
in the model’s predicting power, the model does 
improve as a whole after all the data is augmented.

Table 5. – Augmented Random forest model results

Features Added MSE 
(Training)

MSE 
(Prediction)

R‑Squared 
(Training)

R‑Squared 
(Prediction)

1 2 3 4 5
Mean Temperature Anomalies 0.208 0.243 0.162 0.026
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1 2 3 4 5
Mean Sea Level 0.190 0.217 0.237 0.133
CO2 Mole Fraction Mean 0.187 0.211 0.247 0.155
Land Mean Minus Ocean Mean 0.187 0.213 0.246 0.148
Arctic Sea Ice Extent 0.186 0.217 0.251 0.130
Mean Sea Level Rise 0.186 0.217 0.251 0.130
CO2 Emissions Rise 0.186 0.218 0.251 0.129
Land Minus Ocean Mean Rise 0.105 0.155 0.579 0.381
Arctic Sea Ice Extent Increase 0.105 0.155 0.579 0.381

Conclusion
In this paper, extensive climate change data 

was collected, several random forest machine 
learning models were trained, and their pre-
diction performances were evaluated. The final 
model has a reasonably high prediction accuracy 
when modeling the climate change problem as a 
classification problem.

The software code used in this research can 
serve as a ready-to-use software tool for analyz-
ing climate changes using the machine learning 
algorithms. Built on freely available data, the 

model can easily be extended to make predic-
tions based on more recent or even real time 
data, while its reasonable high accuracy would 
provide valuable insights into the future course 
of climate change.

This research provides an exciting approach 
for predicting climate change and contributes 
to important climate change forecasts. The soft-
ware system developed by this research provides 
a valuable tool for continued research in this very 
important research topic.
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