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Abstract

In an era of rapid advances in artificial intelligence (AI), innovation increasingly shapes many

domains of human activity. Public administration is no exception: across the world, governments
are adopting Al for forecasting and planning-from the Baltic states’ e-Governance platforms
to Southeast Asia’s “smart state” initiatives (e.g., Singapore) and national Al programs in the
Middle East. The shared goal is to raise the quality of forecasts and to make planning, crisis
management, and economic policy more responsive to change.

This paper presents a practical, step-by-step methodology for producing targeted, one-year
forecasts of state macroeconomic indicators. The approach combines time-series analysis and
neural networks with deep learning (BiLSTM + Attention), using efficient, iterative procedures
that systematically increase forecast accuracy.
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Methodology

Data — We use primary data from Geor-
gia’s National Statistics Office covering 17 key
macroeconomic indicators. For this study, we
selected eight: GDP, GDP per capita, imports,
state revenues, broad money (M3), average
USD/GEL exchange rate, number of employ-
ees, and agricultural production output.
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The sample spans 2008-2023 with quar-
terly observations (Q1-Q4). The task was to
produce a 2024 forecast achieving an average
accuracy above 90% for the chosen indica-
tors, F=Ffull={All quarters 2008—2023}. All
2008-2023 quarterly data were preprocessed
using Min—Max normalization, then split into
TRAIN (2008-2022) and TARGET (2023).
We formed sliding windows and targets for
a four-quarter horizon: the previous four
quarters as inputs and the subsequent four
as targets (for each admissible index within
TRAIN).
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First pass (global model) — We remove
a strong stationary component via a naive
“hold-last” baseline and train a global, multi-
output model on the residuals. We then con-
struct a teacher for future quarters and run
quarter-level models with warm starts. In
brief: Full matrix, normalized by Min—Max-
(2008-2023). Window width W, last index
t=i+W-1
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Baseline & residuals — The “hold-last”
(naive) forecast serves as a baseline; the mod-
el learns to predict residuals. p, —colum in-
dex in matrix 7.

Deep model (BiLSTM + Attention,
multi-output)
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Encoder: BiLSTM(64) — Drop-
out(0.2) — BiLSTM(32, return_sequences)
Head: Dense(64, ReLU) — Dropout(0.2) —
Dense — reshape (multi-horizon outputs).
Loss: horizon—weighted MAE.
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Ensembling-Train multiple replicas with
different random seeds and average the pre-
dictions.
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Seasonal profile & teacher (grid-
search)- We assume a seasonal profile based
on average quarterly values on TRAIN; com-
bine it with the residual model to create a sta-
ble teacher for the TARGET quarters.

Composition — Choose among candidate
compositions by minimizing MAE on TRAIN
windows. Warm-start quarterly heads —
Transfer the encoder to compact scalar heads
(per target and quarter) and calibrate only the
output bias to align with the teacher at initial-
ization.
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The global model learns residual structure;
blending with the seasonal component stabi-
lizes the teacher; quarterly heads start from
a well-calibrated bias.

Figure 1. DL Model (BiLSTM + Attention)
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Regular reruns with feedback and
a nudge-controller — For each (target,
quarter) pair:

« If feedback is GOOD, the quarter’s head
is locked and excluded from further
training.

« If BADUP/BADDOWN, perform local
adaptation with controlled step size and
a trust region.

acc :l—‘;/—y‘.
Feedback classification — Threshold 6
is set to 0.99 (i.e., 99%).
GOOD <> acc >0, BADUP < y<y,

BADDOWN < y > 3,

Local reinforcement- For BADUP/
BADDOWN, increase the weight of the last
TRAIN window and perform a small, bounded
update.

. [V (1+5), BADUP
Vet =15, (1-6), BADDOWN’

0 = FEEDBACK SHIFT,

Bounded nudge without TARGET
leakage — Use an adaptive base push; a sea-
sonal anchor; a minimal step; and a trust
corridor around the planned target. In the
late POLISH phase, updates are one-sid-
ed (BADUP only upward; BADDOWN only
downward).

BADUP: p, 4ot = P+ k(1= p),
BADDOWN : p,4eed = P — kD
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Using the controlled sequence of steps
“push — anchor — minimal step — confi-
dence corridor,” and without training on the
current TARGET year’s data (2023 in this
case), we achieved GOOD values of the feed-
back metric for all quarters and saved the sta-
ble models into a single model file. Using the
stored quarterly weights (“GOOD-locks”), we
built the forecast for the next year (2024 in
this case) in RAW units. We formed X,
from the last W = 4 quarters of the full history
(TRAIN + TARGET). For each target kand
quarter g, we loaded the weights and comput-
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ed the normalized forecast ) ;) . Transition

to the RAW space: ;,22“;) - ;,E:Z; R, +xT,

where R, and x, " are the min—max normal-
ization parameters for the corresponding tar-

get column p;.

Results

With the proposed methodology, the aver-
age forecast accuracy for 2024 reached
93.22%. To benchmark, we uploaded the
same macro data to emulated models on sev-
eral platforms (ChatGPT, Amazon AWS, Mi-
crosoft Azure) to obtain their 2024 forecasts.
We then compared quarterly accuracies per
indicator and the overall average:
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GDP (MILLION $) 2024 I 73.61 92.01 92.01 97.88
GDP (MILLION $) 2024 11 71.27 91.37 91.37 97.37
GDP PER CAPITA $ 2024 v 70.15 89.85 89.85 90.57
IMPORTS (MILLION $) 2024 I 82.23 98.58 98.58 92.02
IMPORTS (MILLION $) 2024 1I 73.37 92.21 92.21 97.44
IMPORTS (MILLION $) 2024 111 73.09 92.15 92.15 95.57
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IMPORTS (MILLION $) 2024 v 71.70 84.23 84.23 85.33
STATE REVENUES (MILLION $) 2024 I 60.12 82.50 82.50 84.32
STATE REVENUES (MILLION $) 2024 II 63.36 92.03 92.03 97.36
STATE REVENUES (MILLION $) 2024 II1 66.22 88.55 88.55 92.45
BROAD MONEY M3 (MILLION $) 2024 v 72.68 89.64 89.64 90.56
AVERAGE EXCHANGE RATE USD-$ 2024 I 82.75 95.88 97.81 92.25
AVERAGE EXCHANGE RATE USD-$ 2024 v 84.19 97.46 98.06 98.99
NUMBER OF EMPLOYEES 2024 I 96.18 95.56 95.56 98.21
NUMBER OF EMPLOYEES 2024 II 96.98 95.82 95.82 96.85
NUMBER OF EMPLOYEES 2024 II1 98.17 96.14 96.14 97.10
NUMBER OF EMPLOYEES 2024 v 99.48 96.36 96.36 96.72
AGRICULTURAL PRODUCTION
OUTPUT (MILLION $) 2024 I 86.54 95.90 95.89 89.29
AGRICULTURAL PRODUCTION
OUTPUT (MILLION $) 2024 v 83.96 90.28 90.28 95.45
Average Forecast Accuracy 77.83 91.94 92.04 93.22

This methodology blends several practic-
es known from classical modeling, but using
them as a unified ensemble yields distinctive
advantages:

1. Two-stage architecture (“global
encoder — quarterly heads”).

Rather than training “one big network,”
we train a single multi-task (BiLSTM + Atten-
tion) model on residuals, transfer its encod-
er into small quarterly heads (per target and
quarter), and then perform calibration with
reinforcement-style updates.

2. Controlled, monotonic correction
without data leakage.

In reruns we do not feed TARGET-year
data to the network. Instead, we adjust only
the output bias of the quarterly head with
small, controlled steps toward the planned
point. Modes (TURBO/AGGR/POLISH)
adapt automatically based on the shortfall to
the GOOD threshold; the nudge intensity and
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trust interval width are adjusted accordingly.
Once a (target, quarter) crosses the threshold,
we lock that head, preventing later degrada-
tion.

3. Micro-models (“quarter x target”)
instead of a monolithic head.

Quarters behave differently in practice.
Splitting heads by quarter yields natural lo-
calization and faster convergence to accurate
forecasts.

Conclusion

In today’s environment-where econom-
ic stability and well-targeted investment
decisions are prerequisites for national
development-forecasting plays a crucial role.
Using macroeconomic data from 2008-2023,
we set out to build a model capable of rational-
ly predicting 2024 indicators (we chose 2024
specifically to allow straightforward accuracy
verification). The challenge required not only



capturing historical trends but also uncover-
ing the internal logic and interrelations among
those trends. Our streamlined, practical pipe-
line couples time-series analysis with a neural
baseline and then refines it through carefully

controlled deep-learning adjustments, reach-
ing 90-95% accuracy. The resulting next-year
forecasts achieved 93.22% average accuracy
in this study-useful for planning and for opti-
mizing the management of public resources.
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