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Abstract
With modern computers and medical advancements, we can find a better way to increase ef-

ficiency and reduce human error in the healthcare system. In computer vision, machine learning 
models can analyze and categorize patients’ head CTs. This diagnosis process is faster and retains 
the accuracy of experienced healthcare professionals. In this study, we used deep learning algorithms 
to identify cerebral haemorrhage in CT images with different CNN (convolutional neural network) 
architectures – exception and inception. Cerebral haemorrhage is one of the most complex diseases 
to diagnose and treat in the world. By comparing the performances of simple CNN, exception model, 
and inception model, we can find the best model for this task.
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1. Introduction
AI (Artificial Intelligence) is a popular field con-

tinuously being developed nowadays. One of the 
main applications of AI is in processing and inter-
preting images by heavily studying medical inter-
pretation, healthcare professionals, and AI scholars. 
Cerebral haemorrhage is severe bleeding that hap-
pens into or around the brain tissue. People who had 
cerebral haemorrhage could lose essential functions 
such as speaking, walking, or understanding oth-
ers. Even though they can go through rehabilitation 
therapy and get better, it is still a painful for the pa-
tients and their family members. For example, my 
uncle has a loving family with a steady job and a cute 
daughter. Yet, a cerebral haemorrhage destroyed all 

of these. Their life became ominous; my poor aunt 
had to attend to her daughter and husband simulta-
neously. Watching them go through this, I become 
interested in researching how we can detect cerebral 
haemorrhage effectively and inflict less pain on hap-
py families. AI is one way to do it. Trained machine 
learning models can quickly determine whether a ce-
rebral haemorrhage is happening by comparing the 
scanned Head CT images to the training data. This 
approach will be much more efficient and accessible 
than having each image analyzed by doctors.

1.1 What is neural network
Neural Network is a structure for computers 

to learn to identify pictures like the human brain. 
A Neural Network contains three layers: an input, 
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hidden, and output layer. Each layer has some neu-
rons that contain values of the picture. The picture is 
first changed into black and white and then separated 
into several pixels; each pixel has a value between 0.0 
to 1.0 based on its grayscale; 1.0 is white, and 0.0 is 
black. Then these values are stored in the input layer. 

The computer then will use an algorithm to calculate 
the values and transfer those to the hidden layer. A 
Neural Network could have several hidden layers; 
each hidden layer’s values depend on the upper hid-
den layer. Then, the final hidden layer calculates a 
value converted to an output label (See Figure 1).

Figure 1. Simple Layers Structure of Neural Network

1.2 What is CNN
Convolutional Neural Network (CNN) is a deep 

learning algorithm that significantly contributes to 
image interpretation. There are mainly four parts to 
a CNN: Convolution, Padding, Striding, and Pool-
ing. To begin with, Convolution is the most essential 
part of a CNN. It makes a feature map as the input 
image passes the filter layer. The new feature map 
decides the information gathered from the original 
image. The collected data depends on the dimension 
of the filter (See Figure 2). The filter moves at least 
one step for each pixel. For instance, if an m*m image 
passes through an n*n filter layer, the outcome image 
will be [(m–n) +1] *[(m–n) +1]. In other words, it 
picks some information from the original image and 
makes a new image containing these values. In this 
case, some of the information might be lost. Then, 

Padding helps to solve this problem. During the Pad-
ding process, the computer adds pixels on the mar-
gin of the filtered image that helps replenish some 
of the lost information based on the marginal pixels.

Padding the image size to be n + 2p – f +1. In the 
formula, n is the standard matrix dimension, p is the 
padding size, and f is the filter dimension. However, in 
some cases, people want to avoid the original picture 
passing the filter one step at a time; striding comes in 
for this. Striding means the filter can move more than 
one pixel, and the outcome image shape will be (n + 
2p – f) / s = 1 (here, n, p, and f are defined the same as 
the formula above, and s is the unit of strides). Lastly, 
pooling helps the machine compute faster. It cuts the 
image into pieces and does specific calculations. There 
are two classical instances: max pooling and average 
pooling. Max pooling means picking the maximum 
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value in each piece. Average pooling means calculating 
the average value of each piece.

Using CNN has several advantages compared to 
the traditional artificial neural network. First, now-
adays, machine learning algorithms usually have to 
process large images. By convoluting the image, it 
will give the computing process less pressure. Con-
voluting the image will give the computing process 
less pressure because of the convolution. Several 

pixels pass the filter and become one pixel for the 
feature map. As a result, it will make the size smaller 
than the previous input. Secondly, CNN can identify 
the same target at different positions, an improve-
ment from the traditional neural network. Finally, 
having multiple filters (one filter outputs one feature 
map) in a convolutional layer, simultaneously, several 
filters are applied to its input. Thus, it is capable of 
detecting multiple features anywhere in the input.

Figure 2. Simple Illustration of How CNN Layers Work in Convolution Process

1.3 How to Train a CNN Model
There are mainly two steps in training a CNN 

model: a forward phase and a backward phase, also 
known as backpropagation (backward propagation 
of errors). In the forward phase, it lets the image 
data go through the network from the input layer to 
the output layer. Each layer of the model will cache 
the image information. In backpropagation, it com-
pares the output (prediction) to the original image 
label. Then it calculates the gradient for each layer of 
weights from the output layer back to the input lay-
er – the neural-network version of gradient descent, 
which is to minimize the cost function. In the final 
layer, the activation function, SoftMax, calculates 
the possibility of the correct class. The loss function 
used is the cross-entropy loss. In other words, this 
algorithm helps to identify the labels.

L c� � ln( )�
The above formula is the Cross-entropy Loss. 

The P_c means the possibility of the correct class. 
Therefore, P is the possibility, and c is the suitable 
class.

1.4 Project Objective
This project aims to develop the best model to 

mark cerebral haemorrhages in CT pictures. Models 
included are regular CNN, Inception, and Xception, 
identifying the most efficient and accurate model by 
comparing their performance. In this project, by us-
ing transfer learning – using the model In this proj-
ect, the accuracy of the model is improved by using 
transfer learning – using the model pre-trained by 
large amounts of data (imagenet). As a result, the ab-
solute accuracy of the xception model is 0.93, which 
is the highest accuracy among all other models used 
in this project.

2. Methods
2.1 Preparation
The first step is to import the cerebral haemor-

rhage CT pictures and their corresponding labels to 
the Collaboratory notebook (the coding environ-
ment). Then, the heights and widths of the photo-
graphs were examined and unified. The original da-
taset included half normal brain CT and half cerebral 
haemorrhage CT images (See Figure 3).
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Figure 3. Count Plot of Labels

Selected and grouped at random, 60% of the pic-
tures as the training data, and the rest were validation 
and test data.

2.2 Image Augmentation
Image augmentation can help CNN learn better 

by the invariant transformation pictures to feed the 
model for training, meaning that a photo will copy 
itself and make some shifts horizontally or vertically 
(See Figure 4). The CT scan produces nine images. It 
helps to increase the diversity of the training samples 
for the model. This step is crucial because deep learn-
ing requires a lot of data to train. The more training 
sample it has, the less overfitting there will be and the 
more accurate judgment it will make – just like the 
human brain completing the preparation.

Figure 4. Image of Head CT After Image Augmentation
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2.3 Transfer Learning
Transfer learning means to pre-train the model 

using a large database (imagenet) and applying the 
pre-trained model to similar problems. Transfer 
learning can also add specific criteria to solve com-
plicated issues, especially computer vision problems. 
Moreover, not all transfer learning model is suitable 
for the project. Therefore, researchers need to de-
termine which part of the research is valuable and if 
any necessary modifications and retesting might be 
required. In other words, it will transfer the knowl-
edge that that applies to the current project and be 
trained with the existing data to become a new mod-

el to solve a specific problem. In my research, transfer 
learning helps to reduce training time, solve the small 
dataset problem, and to adapt to new images.

2.4 Simple CNN Model
A simple CNN model is the first model used in the 

computer vision problem. As mentioned before CNN 
model will convolute the input images from the input 
layers and then transfer them to other layers.

In the project, the simple CNN model used 
transfer learning to pre-train the base model. Un-
fortunately, in the outcome, the simple CNN model 
only has an accuracy of 0.59 (See Figure 5), which 
is the worst model in this project.

Figure 5. Result of Simple CNN Model

2.5 Res Net
With the development of deep learning, models 

are getting deeper and deeper. However, one prob-
lem appeared: sometimes more layers a model has, 
the worse it will perform. In simple words, residual 
learning helps the machine have more layers without 
losing information during deep learning. Initially, a 
model with x layers is as accurate as the x + 1 layer’s 
model when just copying previous layers and identi-
ties of the last layer. However, it does not; the accu-
racy is gradually decreasing. To solve this issue, the 
author of ResNet started with the hypothesis that it’s 
hard for the machine to learn direct information. In 
this case, ResNet helps it to learn a function by learn-
ing the differences. For instance, instead of learning a 
function F(x) directly, ResNet blocks will attempt to 
learn G(x) + x when F(x) = G(x) – x. Each block of 

the ResNet can add the features element-wise (See 
Figure 6). This method essentially helped solve the 
problem of vanishing gradient, which means losing 
the gradient signals since they cannot trace back to 
previous layers. By using ResNet, signals are allowed 
to travel back to early layers.

Figure 6. ResNet Block

2.6 Inception
From the regular convolutional neural network, 

each output image comes from the previous lay-
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ers. If there are lots of hidden layers, it increases 
the computational cost. In this case, the Inception 
model solves this problem by using parameters 
more efficiently. Instead of convolute each layer 
for one filter board, Inception does this more com-
prehensively, which means the input signal is fed 
to four different layers. Each layer uses a different 
kernel size, allowing them to capture patterns at 
different scales, as shown in (Figure 7). There is a 
one-by-one convolution layer, a three-by-three con-

volution layer, a five-by-five convolution layer, and 
a three-by-three max pooling layer. The final depth 
concatenation layer stacks the feature maps from 
all four previous layers. In simple words, the incep-
tion module can output feature maps that capture 
complex patterns at various scales.

In the project, using transfer learning, the incep-
tion model has a final result of 0.91 accuracy (See 
Figure 8). The result is the second-highest accuracy 
compared to other models.

Figure 7. Inception Model

Figure 8. The Result of Inception Model
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2.7 Xception Model
Xception means the extreme inception. In oth-

er words, it allows the inception model to be the 
most efficient at training and testing. The differ-
ence between the inception model and the excep-
tion model is the depth-wise separable convolution 
layer based on the idea of spatial and cross-channel 
patterns can be modeled separately. The separable 
convolution layers have one spatial filter per input 
channel. In detail, it filters the input image first and 
then compresses it into the 1 * 1 deep convolutional 
compression to catch the Cross-Chanel correlation 
(See Figure 9). It also includes a depth-wise convo-

lution and a point-wise convolution which means 
to break mapping 3D models by mapping it by 1D 
model plus 2D model. As a result, it decreases the 
computational cost. Secondly, after the operation, 
the exception model will not introduce any non-
linearity. Therefore, the exception model increases 
the image interpretation accuracy and performs 
better in big data analysis.

In this project, using transfer learning- improves 
the model’s accuracy. As a result, the final accuracy of 
the xception model in the project is 0.93 (See Figure 
2.7.2), which is the highest accuracy among all other 
models tried in this project.

Figure 9. The Simple Structure of Xception Model

Figure 10. The Result of Xception Model
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3. Conclusion
The results show that some models, such as the 

Xception and inception models, performed much 
better than the simple CNN model in identifying 
whether the Head CT images have a cerebral haem-
orrhage. Comparing their performances, Simple 
CNN only had 46% accuracy while the other two 
(inception model and Xception model) had about 
91% and 93%. Hence the Xception model is the 
model of choice for this research.

Based on the National Institute of Health, ten 
in every 100.000 people in the United States get 
cerebral haemorrhage. It is a considerable number 
in total and still increasing every year. Several rea-
sons, such as head trauma, blood vessel anomalies, 
cerebral aneurysm, or some liver illness, may cause 
cerebral haemorrhage. The symptom will happen im-
minently with severe headaches and loss of balance. 
In addition, people with cerebral haemorrhage might 
lose consciousness, mobility, and linguistic abilities. 
In this project, by using machine learning models, we 

can identify whether a patient has cerebral haemor-
rhage through the CT image with faster and more 
accurate results. It will significantly increase the ef-
ficiency of hospitals in the diagnosis phase, which is 
particularly important in remote areas where the lack 
of medical professionals is a problem.

This study shows machine learning potential to 
decrease the damage and total rate of patients who 
suffer from this disease. However, some questions 
remain for further research, such as whether other 
models or combining different models achieve bet-
ter accuracy and whether a larger dataset with more 
variations will change the result. I hope to keep work-
ing on this topic so that machine-learning models for 
cerebral haemorrhage identification can become a 
reality and be widely used by the public.
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